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Objectives of this session:

(1)Able to understand the concepts of

statistical inference and statistical
L significance.
2

(2)Able to apply the concept of statistical
significance(p-value) in analyzing
the data.

(3)Able to interpret the concept of
statistical significance(p-value) in
making valid conclusions.



Why use inferential statistics at all?

Average height of all 25-year-old men (population) in KSA is a
ARAMETER.

The height of the members of a sample of 100 such men are measured;
the average of those 100 numbers is a STATISTIC.

Using inferential statistics, we make inferences about population
(taken to be unobservable) based on a random sample taken from the
population of interest.



|s risk factor X associated with
disease Y?

Selection of subjects

Population

From the sample, we compute an estimate of the effect of Xon Y (e.g., risk
ratio if cohort study):
- Is the effect real? Did chance play a role?




Why worry about chance?
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Sampling variability...
- you only get to pick one sample!




Interpreting the results

Selection of subjects

Population

Make inferences from data collected using laws of probability and
statistics

- tests of significance (p-value)

- confidence intervals




Significance testing

The interest is generally in comparing
two groups (e.g., risk of outcome in the
treatment and placebo group)

The statistical test depends on the type
of data and the study design



1 Hypothesis Testing

Null Hypothesis

There is no association between the predictor and
outcome variables in the population

Assuming there is no association, statistical tests
estimate the probability that the association is due to
chance

n Alternate Hypothesis

The proposition that there is an association between
the predictor and outcome variable

We do not test this directly but accept it by default if
the statistical test rejects the null hypothesis




The Null and Alternative Hypothesis

« States the assumption (numerical) to be tested

* Begin with the assumption that the null hypothesis is TRUE
stAlways contains the ‘=" sign

The null hypothesis, HO

The alternative hypothesis, Ha

* |s the opposite of the null hypothesis

» Challenges the status quo

* Never contains just the =" sign

* Is generally the hypothesis that is believed to be true by
the researcher



One and Two Sided Tests

* Hypothesis tests can be one or two sided
(tailed)

* One tailed tests are directional:
H;:O: ul- u2=20
A: u1-pu2>0or HA: p1- u2< 0
* Two tailed tests are not directional:

10: u1-p2=0
A u1- u2# 0




When To Reject Hy ?
ejection region: set of all test statistic values for which Hy will be rejected

Level of significance, a: Specified before an experiment to define rejection region
One Sided: a=0.05 Two Sided: a/2 = 0.025

Critical Value = -1.64 Critical Values =-1.96 and +1.96



Type-l and Type-ll Errors

+ o = Probability of rejecting Hy when Hy is true
+ a is called significance level of the test
+ B = Probability of not rejecting Hy when Hj is false

+ 1-p is called statistical power of the test



Diagnosis and statistical reasoning

Significance Difference is
Present Absent

(Ho not true) (Ho is true)

Test result

Reject Ho No error Type | err.
1-B o

Accept Ho Type Il err. No error
B 1-a

o . significance level
1- : power



S

Reference article:

Yusuf S, Collins R, MacMahon S, Peto R:
Effect of Intravenous nitrates on
mortality in acute myocardial infarction:
an overview of the randomised trials.

Lancet 1988,1:1088-1092.




Significance testing
Subjects with Acute Ml

Mortality ? Mortality
IV nitrate < No nitrate
PN PC

Suppose we do a clinical trial to answer the above
question

Even if IV nitrate has no effect on mortality, due to
sampling variation, it is very unlikely that Py = P
Any observed difference b/w groups may be due to
treatment or a coincidence (or chance)

15



Null Hypothesis(H,)

There is no association between the
independent and dependent/outcome
variables

Formal basis for hypothesis testing

In the example, H, :"The administration of IV
nitrate has no effect on mortality in Ml
patients” or Py - P =0
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Obtaining P values

Number dead / randomized

Trial Intravenous Control Risk Ratio 95% C.I. P value
nitrate How do we get this p-value?
Chiche 3/50 8/45 0.33 (0.09,1.13) @
Bussman 4/31 12/29 0.24 (0.08,0.74) 0.01
Flaherty 11/56 11/48 0.83 (0.33,2.12) 0.70
Jaffe 4/57 2/57 2.04 (0.39,10.71) 0.40
Lis 5/64 10/76 0.56 (0.19,1.65) 0.29
Jugdutt 24/154 44/156 0.48 (0.28, 0.82) 0.007

Table adapted from Whitley and Ball. Critical Care; 6(3):222-225, 2002 17



Example of significance testing

In the Chiche trial:
pn = 3/50=0.06; p-. =8/45 =0.178

Null hypothesis:
Ho:Pn—Pc =0 orpy=pc

Statistical test:
Two-sample proportion
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Test statistic for Two Population Proportions

The test statistic for p,-p, 1s a Z statistic:

Observed difference
4

~ (PN - pc)-(Py>Ec),
e

E(I—E)( + J .0
ny n Null hypothesis

1

No. of subjectsin IV
nitrate group No. of subjectsin
control group
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Testing significance at 0.05 level

Normal,
Bell-shaped Curve

I
! I
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! I
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Rejection Nonrejection region Rejection
region region
Zo/2 =1.96
Reject Hyif Z<-Zal2orZ>2Z al2




Two Population Proportions

(continued)

, _ (0.06-0.178) 17

0.116(1-.116) L+
50 45

" ~ 3+8 _
WRETE P = 45150

N
m‘w
0

0.116 , py=72=0.06 , pc=_-=0.78



Statistical test for p, — p,

Two Population Proportions, Independent Samples

Two-tail test:

(0.06—0.178) 174 Hy: px— pe =0

/ =
1 Hi:pn—pc #0
0.116(1-.116) —+—
50 45
Since -1.79 is > than -1.96, we fail to “Zo Za/
reject the null hypothesis.
Z.,=1.96
But what is the actual p-value?
Reject Hyif Z <-7,,
P (Z<-1.79) + P (Z>1.79)="? orZ>7,,
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Table 1: Table of the Standard Normal Cumulative Distribution Function ()
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0.0016  0.0015 | 0.0015  0.0014 0.0014
0.0022  0.0021 | 0.0021  0.0020  0.0019
0.0030  0.0029 | 0.0028  0.0027  0.0026
0.0040  0.0039 | 0.0038  0.0037  0.0036
0.0054  0.0052 | 0.0051  0.0049  0.0048 ||
0.0071  0.0069 | 0.0068  0.0066  0.0064
0.0094  0.0091 | 0.0089  0.0087  0.0084
0.0122  0.0119 | 0.0116  0.0113  0.0110
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-1.3 0.0968  0.0951  0.0934 | 0.0918  0.0901 | 0.0885 0.0869 | 0.0853  0.0838  0.0823
-1.2 0.1151  0.1131  0.1112 | 0.1093  0.1075 | 0.1056  0.1038 | 0.1020  0.1003  0.0985
-1.1 0.1357  0.1335 0.1314 | 0.1292  0.1271 | 0.1251  0.1230 | 0.1210  0.1190  0.1170
-1.0 0.1587  0.1562  0.1539 | 0.1515  0.1492 | 0.1469 0.1446 | 0.1423  0.1401  0.1379
-0.9 0.1841  0.1814 0.1788 | 0.1762  0.1736 | 0.1711  0.1685 | 0.1660  0.1635  0.1611
-0.8 0.2119  0.2090  0.2061 | 0.2033  0.2005 | 0.1977  0.1949 | 0.1922 0.1894  0.1867
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p-value

* After calculating a test statistic we convert
this to a p-value by comparing its value to

distribution of test statistic’'s under the null
kypothesis

* Measure of how likely the test statistic
value is under the null hypothesis

p-value < a = Reject H; at level a
p-value > a = Do not reject H, at level a




1. Go to Analyze.

2. Choose
Compare Means.

Independent t-test

Analyze  Graphs  Uilties
Reports
Descriptive Statistics
Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear
Classify
Dimension Reduction
Scale
Monparametric Tests
Forecasting
Survival
Multiple Response

Quality Control
ROC Curve...

,
,
,
,
,
,
,
,
,
,
,
,

Add-ons Window  Help

[l_lj Means...

One-Sample T Test...

[r_-}_] Independent-Samples T Test...
E Paired-Samples T Test.
One-Way ANOVA, ...

3. Choose
Independent
Samples t Test.




{-test

Test Variable(s):

1. Choose Dependent
& Independent Variables.

&> Program Type [Prog
<¢5> Reading Test Score...
§9 Writing Test Score [...
559 Science Test Score...
5$5> Social Science Test...
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Independent Variable

Group Statistics

Descriptives &

Ana1y31s Std. Error
Gender N Mean Std. Deviation Mean
Mid term exam marks hale 167 13.0251 1.33126 10302
Female 126 13.0024 1.18156 10526

Dependent Variable
Independent Samples Test

Levene's Test for Equality of
Variances t-test for Equality of Means
Mean Std. Error
i Sig. (2- tailed) Difference Difference
Mid term exam marks  Equal variances 1.071 02277 14976
assumed
Equal variances not 283.370 02277 14728
assumed
Variance Equality Test m t 'M
Std. Error Diff

= \Y Y = 13.0251 - 13.0024 = 0.02277 =0.152
SD,2 +SD? 1332 +  (L18y 0.14976
J[Tl N, J J
167 126

27



What is a p- value?
‘P’ stands for probability
Tail area probability based on the observed effect

Calculated as the probability of an effect as large
as or larger than the observed effect (more
extreme in the tails of the distribution), assuming
null hypothesis is true

Measures the strength of the evidence
against the null hypothesis

Smaller p- values indicate stronger evidence
against the null hypothesis

28



1 Stating the Conclusions of our Results

When the p-value is small, we reject the
null hypothesis or, equivalently, we accept

the alternative hypothesis.

“Small” is defined as a p-value =< a, where o = acceptable

false (+) rate (usually 0.05).

When the p-value is not small, we

conclude that we cannotre,

ect the null

hypothesis or, equivalently, there is not

enough evidence to reject t
hypothesis.

ne null

“Not small” is defined as a p-value > o, where o =
acceptable false (+) rate (usually 0.05).



* Statistically

significant
Reject Ho

Sample value not
compatible with Ho

Sampling variation is
an unlikely
explanation of
discrepancy between
Ho ang sample value

* Not statistically

significant
Do notreject Ho

Sample value

compatible with Ho

Sampling variation is
an likely explanation
of discrepancy
between Ho and
sample value



What is a p- value?
p <0.05 is an arbitrary cut-point

Does it make sense to adopt a therapeutic agent
because p-value obtained in a RCT was 0.049,
and at the same time ignore results of another

therapeutic agent because p-value was 0.0517

Hence important to report the exact p-value
and not < 0.05or >0.05

31



P-values

Number dead / randomized

Trial Intravenous Control Risk Ratio 95% C.I. Pvalue
nitrate

Chiche 3/50 8/45 0.33 (0.09,1 .13

Some evidence against the null hypothesis

Flaherty 11/56 11/48 0.83 (0.33,2.12) (0.70

Very weak evidence against the null hypothesis...very likely a chance
finding
Lis o/64 10/76 0.56 (0.19,1.65) 0.29

Jugdutt 24/154 44/156  0.48 (0.28, 0.82)




Interpreting P values
If the null hypothesis were true...

Number dead / randomized

Trial Intravenous Control Risk Ratio 95% C.I. P value
nitrate

Chiche 3/50 8/45 0.33 (0.09,1.13) 0.08)

...8 out of 100 such trials would show a risk reduction of 67% or more
extreme just by chance

Flaherty 11/56 11/48 0.83 (0.33,2.12) (0.70

...70 out of 100 such trials would show a risk reduction of 17% or more
extreme just by chance...very likely a chance finding

Lis 5/64 10/76 0.56 (0.19,1.65) 0.29

Jugdutt 24/154 44/156 0.48 (0.28, 0.82) ©.007

Very unlikely to be a chance finding 33



Interpreting P values

Trial Intravenous Control Risk ratio 95% P value
nitrate confidence
interval

Chiche 3/50 8/45 0.33 (0.09, 1.13) 0.08
Bussman 4/31 12/29 0.24 (0.08, 0.74) 0.01
Flaherty 11/56 11/48 0.83 (0.33, 2.12) 0.7
Jaffe 4/57 2/57 2.04 (0.39, 10.71) 0.4
Lis 5/64 10/77 0.56 (0.19, 1.65) 0.29
Jugdutt 12/77 44/157 0.48 (0.28, 0.82) 0.007

= Size of the p-value is related to the
sample size

* Lis and Jugdutttrials are similar in effect
(~ 50% reduction in risk)...but Jugdutt trial

has a large sample size y



Interpreting P values

<

Trial Intravenous Control Risk ratio 95% P value
nitrate confidence
interval

Chiche 3/50 8/45 0.33 (0.09, 1.13) 0.08
Bussman 4/31 12/29 0.24 (0.08, 0.74) 0.01
Flaherty 11/56 11/48 0.83 (0.33, 2.12) 0.7
Jaffe 4/57 2/57 2.04 (0.39, 10.71) 0.4
Lis 5/64 10/77 0.56 (0.19, 1.65) 0.29
Jugdutt 12/77 44/157 0.48 (0.28, 0.82) 0.007

= Size of the p-value is related to the
effect size or the observed association or
difference

* Chiche and Flaherty trials approximately

same size, but observed difference greater
in the Chiche trial

35



P values

P values give no indication about the clinical
importance of the observed association

A very large study may result in very small p-
value based on a small difference of effect

that may not be important when translated
into clinical practice

Therefore, important to look at the effect size
and confidence intervals...
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Example: If a new antlhypertenswe therapy reducec

therapy we are not interested in swapping to the
new therapy.

--- However, if the decrease was as large as 10
mmHg, then you would be interested in the new
therapy.

--- Thus, it is important to not only consider
whether the difference is statisticallysignificant
by the possible magnitude of the difference
should also be considered.



Clinical importance vs. statistical significance

' Cholesterol level, mg/d
300
/@, n= 5000

xperimental, n=5000

Clini

300

p =0.0023
Statistical



Clinical importance vs. statistical significance

| Yes

No
Standard 0 10
New 3 [

Absolute risk reduction = 30%

Fischer exact test. p =0.211

4 Statistical



Reaction of investigator to results of a

statistical significance test

Statistical significance

Not significant

Significant

Annoyed

Very sad '

Elated
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