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INVESTIGATING AN OUTBREAK 
Public health department staff responsible for reviewing disease report 
forms notice that the number of forms for shigellosis seems higher than 
usual this week. Someone from a nursing home calls to report several cases 
of pneumonia among its residents. Is the number of cases in either of these 
situations actually higher than usual? What should be used to estimate 
“usual?” If it is higher than usual, should the health department staff call 

the situation a cluster, an outbreak, an epidemic? Is a field investigation needed? What criteria 
should they use to decide? And if they decide that a field investigation is indeed warranted, how 
do they go about conducting such an investigation? These and related questions will be 
addressed in this lesson. 

Objectives 
After studying this lesson and answering the questions in the exercises, you will be able to: 

• List the reasons that health agencies investigate reported outbreaks 
• List the steps in the investigation of an outbreak 
• Define cluster, outbreak, and epidemic 
• Given the initial information of a possible disease outbreak, describe how to determine 

whether an epidemic exists 
• State the purpose of a line listing 
• Given information about a community outbreak of disease, list the initial steps of an 

investigation 
• Given the appropriate information from the initial steps of an outbreak investigation, 

develop biologically plausible hypotheses 
• Draw and interpret an epidemic curve 
• Given data in a two-by-two table, calculate the appropriate measure of association 

Major Sections 
Introduction to Investigating an Outbreak ...................................................................................... 2 
Steps of an Outbreak Investigation ................................................................................................. 8 
Summary ....................................................................................................................................... 57 
 

3136 

 

 



Investigating an Outbreak 
 Page 6-2 

Introduction to Investigating an Outbreak 

 

 

To uncover outbreaks: 
 
• Review routinely 

collected surveillance 
data 

• Astutely observe single 
events or clusters by 
clinicians, infection 
control practitioners, or 
laboratorians 

• Review reports by one 
or more patients or 
members of the public 

 

 

Uncovering outbreaks 
Outbreaks of disease — the occurrence of more cases than expected 
— occur frequently. Each day, health departments learn about cases 
or outbreaks that require investigation. While CDC recorded over 
500 outbreaks of foodborne illness alone each year during the 
1990s,1 recognized outbreaks of respiratory and other diseases are 
also common, and many more outbreaks may go undetected. 
 
So how are outbreaks uncovered? One way is to analyze 
surveillance data — reports of cases of communicable diseases that 
are routinely sent by laboratories and healthcare providers to health 
departments (see Lesson 5). Some health departments regularly 
review exposure information from individual case reports to look for 
common factors. For example, health department staff in Oregon 
uncovered an outbreak of E. coli O157:H7 in 1997 by noticing that 
three patients with the infection all had reported drinking raw milk.2 
Alternatively, outbreaks may be detected when health department 
staff conduct regular, timely analysis of surveillance data that 
reveals an increase in reported cases or an unusual clustering of 
cases by time and place. For example, by analyzing data from four 
different syndromic surveillance systems, health department staff in 
New York City noted a consistent increase in gastroenteritis in the 
days following a prolonged blackout in August 2003.3 Investigation 
indicated that the increase in gastroenteritis was probably 
attributable to the consumption of meat that had spoiled during the 
power failure. 
 
Review of surveillance data to detect outbreaks is not limited to 
health departments. Many hospital infection control practitioners 
review microbiologic isolates from patients by organism and ward 
each week to detect an increase in the number of, say, surgical 
wound infections or nosocomial (hospital-acquired) cases of 
legionellosis. In the same way, staff at CDC regularly review 
laboratory patterns of organisms and are able to detect clusters of 
illness caused by the same organism, even if the victims are 
geographically scattered.4 
 
Nonetheless, most outbreaks come to the attention of health 
authorities because an alert clinician is concerned enough to call the 
health department. The emergence of West Nile virus infection in 
North America in 1999 was uncovered only after the New York City 
health department responded to a call from a physician who had 
recently seen two patients with encephalitis.5 Similarly, a single case 
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of inhalational anthrax of suspicious origin in Florida in 2001 
resulted in a massive investigation involving multiple government 
agencies, but it all started with an astute diagnosis and prompt report 
to the health department by a physician.6 
 

 

 

Epidemic: the occurrence 
of more cases of disease 
than expected in a given 
area or among a specific 
group of people over a 
particular period of time. 
Usually, the cases are 
presumed to have a 
common cause or to be 
related to one another in 
some way 
 
Outbreak: epidemic limited 
to localized increase in the 
incidence of disease 
 
Cluster: aggregation of 
cases in a given area over 
a particular period without 
regard to whether the 
number of cases is more 
than expected 
 

 

Another reporting source for apparent clusters of both infectious and 
noninfectious disease is patients or other members of the 
community. For example, an individual may call the health 
department and report that she and some friends came down with 
severe gastroenteritis after attending a banquet a night or two earlier. 
Similarly, a local citizen may call about several cases of cancer 
diagnosed among his neighbors and express concern that these are 
more than coincidental. Most health departments have routine 
procedures for handling calls from the public regarding potential 
communicable disease outbreaks, and some states have guidelines 
for how to respond to noninfectious disease cluster reports.7-9 

Deciding whether to investigate a possible outbreak 

Different health departments respond to these reports in different 
ways. The decisions regarding whether and how extensively to 
investigate a potential outbreak depend on a variety of factors. 
These usually include some factors related to the health problem, 
some related to the health department, and some related to external 
concerns. Factors related to the problem itself include the severity 
of the illness, the number of cases, the source, mode or ease of 
transmission, and the availability of prevention and control 
measures. Most local health departments are more likely to 
investigate an apparent outbreak when the number of affected (or 
exposed) persons is large, when the disease is severe (serious 
illness with high risk of hospitalization, complications, or death), 
when effective control measures exist, and when the outbreak has 
the potential to affect others unless prompt control measures are 
taken. For example, a single case of gastroenteritis is unlikely to 
prompt a field investigation, but a cluster of cases may. On the 
other hand, even a single case of botulism is likely to be 
investigated immediately to identify and eliminate the source, 
because it is both potentially fatal and preventable, and the source 
can usually be identified. At the state or national level, the unusual 
presentation of disease may spur an investigation. Occurrence of a 
new or rare disease or a change in the pattern of disease in an area 
is more likely to prompt an investigation than occurrence of a 
common disease with well-established transmission patterns and 
control measures.

However, field investigations place a burden on a health 
department, so the decision also hinges on the availability of staff 
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and resources, and competing priorities. In addition, some health 
departments have a practice of aggressively investigating 
outbreaks and hence have experience in doing so, while other 
health departments may lack such experience. 
 
Regardless, field investigations are usually justified for one or 
more of the following reasons: 

• Control or prevention of the health problem 
• Opportunity to learn (research opportunity) 
• Public, political, or legal concerns 
• Public health program considerations 
• Training 

Each of these reasons is discussed in more detail below. 

Control and prevention 
The most important public health reasons for investigating an 
outbreak are to help guide disease prevention and control 
strategies. These disease control efforts depend on several factors, 
including knowledge of the agent, the natural course of the 
outbreak, the usual transmission mechanism of the disease, and 
available control measures. For example, if a health department 
learns of an outbreak of hepatitis A (known agent) in which one of 
the victims is a restaurant cook, the department can offer immune 
globulin to the restaurant patrons to prevent a second wave of 
cases (control measure), but only if they are within 14 days of 
exposure (timing). On the other hand, if an outbreak appears to be 
almost over, the health agency may not need to implement control 
measures, but may be interested in identifying factors that 
contributed to the outbreak in order to develop strategies to prevent 
similar outbreaks in the future. For that outbreak of hepatitis A, 
investigators may find that the poor personal hygiene that led to 
the outbreak was the result of lack of soap or water in the 
workplace washroom, which could be addressed in public health 
messages to other worksites. 
 
The balance between control measures and further investigation 
depends on how much is known about the cause, the source, and 
the mode of transmission of the agent.10 Table 6.1 illustrates how 
public health emphasis on investigation versus control is 
influenced by these factors. In particular, if the source and/or mode 
of transmission are known, then control measures that target the 
source or interrupt transmission can be implemented. If the source 
and/or mode of transmission are not known, then you can’t know 
what control measures to implement, so investigation takes 
priority. 
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Table 6.1 Relative Priority of Investigative and Control Efforts During an Outbreak, Based on 
Knowledge of the Source, Mode of Transmission, and Causative Agent 

  Source/Mode of Transmission 
(How people are getting exposed to the agent) 

  Known Unknown 

Causative Agent 
Known Investigation + 

Control +++ 
Investigation +++ 

Control + 

Unknown Investigation +++ 
Control +++ 

Investigation +++ 
Control + 

+++ = highest priority 
+ = lowest priority 

Source: Goodman RA, Buehler JW, Koplan JP. The epidemiologic field investigation: science and judgment in public health practice. 
Am J Epidemiol 1990;132:9–16. 
 

Opportunity to learn (research opportunity) 
Another important objective of many outbreak investigations is to 
advance research. For most public health problems, health officials 
cannot conduct randomized trials. We cannot randomize who eats 
the undercooked hamburger or sits near the ice resurfacing 
machine that emits carbon monoxide, nor should we randomize 
who receives preventive health benefits (e.g., mammogram 
screening). However, we can take advantage of what has already 
happened and learn from it. Some view an outbreak as an 
experiment of nature waiting to be analyzed and exploited. For a 
newly recognized disease, field investigation provides an 
opportunity to characterize the natural history — including agent, 
mode of transmission, and incubation period — and the clinical 
spectrum of disease. Investigators also attempt to characterize the 
populations at greatest risk and to identify specific risk factors. 
Acquiring such information was an important motivation for 
investigators studying such newly recognized diseases as 
Legionnaires’ disease in Philadelphia in 1976, AIDS in the early 
1980s, hantavirus in 1993, severe acute respiratory syndrome 
(SARS) in 2003, and avian flu in 2005. 
 
Even for diseases that are well characterized, an outbreak may 
provide opportunities to gain additional knowledge by assessing 
the impact of control measures and the usefulness of new 
epidemiology and laboratory techniques. For example, outbreaks 
of varicella (chickenpox) in highly immunized communities 
allowed investigators to determine effectiveness of the new 
vaccine and immunization recommendations.11,12 An outbreak of 
giardiasis provided the opportunity to study the appropriateness of 
a clinical case definition,13 while an outbreak of rotavirus was used 
to study the performance of a novel diagnostic method.14 With 
increased access to the Internet and e-mail in the 1990s, outbreak 
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investigations were used to evaluate whether potential controls 
would respond to e-mail solicitations to participate.15-17

Public, political, or legal concerns 
Public, political, or legal concerns can be the driving force behind 
the decision to conduct an investigation. A cluster of cancer cases 
in a neighborhood may prompt concerned residents to advocate for 
an investigation. Sometimes the public is concerned that the 
disease cluster is the result of an environmental exposure such as 
toxic waste. Investigations of such clusters almost never identify a 
causal link between exposure and disease.18,19 Nevertheless, many 
health departments have learned that they must be “responsibly 
responsive” to public concerns, even if they think that an 
epidemiologic link is unlikely.7,8,20 Similarly, the public may fear 
that an outbreak is the result of an intentional criminal or 
bioterrorist act. The health department may be able to allay those 
fears by documenting that the outbreak was the result of an 
inadvertent or naturally occurring exposure. 
 
Some investigations are conducted because they are required by 
law. For example, CDC’s National Institute for Occupational 
Safety and Health (NIOSH) is required to evaluate the risks to 
health and safety in a workplace if requested to do so by a union, 
three or more workers, or an employer.21 

Program considerations 
Many health departments run programs to control and prevent 
communicable diseases such as influenza, tuberculosis, vaccine-
preventable diseases, and sexually transmitted diseases. An 
outbreak of a disease targeted by a public health program may 
reveal a weakness in that program and an opportunity to change or 
strengthen program efforts. Investigating the outbreak’s causes 
may identify populations that have been overlooked, failures in 
intervention strategies, or changes in the agent. Using the outbreak 
to evaluate program effectiveness can help program directors 
improve future directions and strategies. 

Training 
Investigating an outbreak requires a combination of diplomacy, 
logical thinking, problem-solving ability, quantitative skills, 
epidemiologic know-how, and judgment. These skills improve 
with practice and experience. Thus, many investigative teams pair 
a seasoned epidemiologist with an epidemiologist-in-training. The 
latter gains valuable on-the-job training and experience while 
providing assistance in the investigation and control of the 
outbreak. 
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Exercise 6.1 
During the previous year, nine residents of a community died from cervical 
cancer. List at least 4 reasons that might justify an investigation. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Check your answers on page 6-59 
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Steps of an Outbreak Investigation 
Once the decision to conduct a field investigation of an acute 
outbreak has been made, working quickly is essential — as is 
getting the right answer. In other words, epidemiologists cannot 
afford to conduct an investigation that is “quick and dirty.” They 
must conduct investigations that are “quick and clean.”22 Under 
such circumstances, epidemiologists find it useful to have a 
systematic approach to follow, such as the sequence listed in Table 
6.2. This approach ensures that the investigation proceeds without 
missing important steps along the way. 
  
Table 6.2 Epidemiologic Steps of an Outbreak Investigation 

1. Prepare for field work 
2. Establish the existence of an outbreak 
3. Verify the diagnosis 
4. Construct a working case definition 
5. Find cases systematically and record information  
6. Perform descriptive epidemiology 
7. Develop hypotheses 
8. Evaluate hypotheses epidemiologically 
9. As necessary, reconsider, refine, and re-evaluate hypotheses 
10. Compare and reconcile with laboratory and/or environmental studies 
11. Implement control and prevention measures 
12. Initiate or maintain surveillance 
13. Communicate findings 

 
The steps listed in Table 6.2 are presented in conceptual order; in 
practice, however, several steps may be done at the same time, or 
the circumstances of the outbreak may dictate that a different order 
be followed. For example, the order of the first three listed steps is 
highly variable — a health department often verifies the diagnosis 
and establishes the existence of an outbreak before deciding that a 
field investigation is warranted. Conceptually, control measures 
come after hypotheses have been confirmed, but in practice control 
measures are usually implemented as soon as the source and mode 
of transmission are known, which may be early or late in any 
particular outbreak investigation. 
 
Each of the steps is described below in more detail, based on the 
assumption that you are the health department staff member 
scheduled to conduct the next field investigation. 

Step 1: Prepare for field work 
The numbering scheme for this step is problematic, because 
preparing for field work often is not the first step. Only 
occasionally do public health officials decide to conduct a field 
investigation before confirming an increase in cases and verifying 
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the diagnosis. More commonly, officials discover an increase in 
the number of cases of a particular disease and then decide that a 
field investigation is warranted. Sometimes investigators collect 
enough information to perform descriptive epidemiology without 
leaving their desks, and decide that a field investigation is 
necessary only if they cannot reach a convincing conclusion 
without one.  
 
Regardless of when the decision to conduct a field investigation is 
made, you should be well prepared before leaving for the field. 
The preparations can be grouped into two broad categories: (a) 
scientific and investigative issues, and (b) management and 
operational issues. Good preparation in both categories is needed 
to facilitate a smooth field experience. 

Scientific and investigative issues 
As a field investigator, you must have the appropriate scientific 
knowledge, supplies, and equipment to carry out the investigation 
before departing for the field. Discuss the situation with someone 
knowledgeable about the disease and about field investigations, 
and review the applicable literature. In previous similar outbreaks, 
what have been the sources, modes of transmission, and risk 
factors for the disease? Assemble useful references such as journal 
articles and sample questionnaires. 
 
Before leaving for a field investigation, consult laboratory staff to 
ensure that you take the proper laboratory material and know the 
proper collection, storage, and transportation techniques. By 
talking with the laboratory staff you are also informing them about 
the outbreak, and they can anticipate what type of laboratory 
resources will be needed. 
 
You also need to know what supplies or equipment to bring to 
protect yourself. Some outbreak investigations require no special 
equipment while an investigation of SARS or Ebola hemorrhagic 
fever may require personal protective equipment such as masks, 
gowns, and gloves. 
 
Finally, before departing, you should have a plan of action. What 
are the objectives of this investigation, i.e., what are you trying to 
accomplish? What will you do first, second, and third? Having a 
plan of action upon which everyone agrees will allow you to “hit 
the ground running” and avoid delays resulting from 
misunderstandings.  
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Management and operational issues 
A good field investigator must be a good manager and collaborator 
as well as a good epidemiologist, because most investigations are 
conducted by a team rather than just one individual. The team 
members must be selected before departure and know their 
expected roles and responsibilities in the field. Does the team need 
a laboratorian, veterinarian, translator/interpreter, computer 
specialist, entomologist, or other specialist? What is the role of 
each? Who is in charge? If you have been invited to participate but 
do not work for the local health agency, are you expected to lead 
the investigation, provide consultation to the local staff who will 
conduct the investigation, or simply lend a hand to the local staff? 
And who are your local contacts?  
 
Depending on the type of outbreak, the number of involved 
agencies may be quite large. The investigation of an outbreak from 
an animal source may include state and federal departments of 
agriculture and/or the Food and Drug Administration (FDA). If 
criminal or bioterrorist intent is suspected, law enforcement 
agencies and the Federal Bureau of Investigation (FBI) may be in 
charge, or at least involved. In a natural disaster (hurricane or 
flood), the Federal Emergency Management Agency (FEMA) may 
be the lead. Staff from different agencies have different 
perspectives, approaches, and priorities that must be reconciled. 
For example, whereas the public health investigation may focus on 
identifying a pathogen, source, and mode of transmission, a 
criminal investigation is likely to focus on finding the perpetrator. 
Sorting out roles and responsibilities in such multi-agency 
investigations is critical to accomplishing the disparate objectives 
of the different agencies. 
 
A communications plan must be established. The need for 
communicating with the public health and clinical community has 
long been acknowledged, but the need for communicating quickly 
and effectively with elected officials and the public became 
obvious during the epidemics of West Nile Virus encephalitis, 
SARS, and anthrax. The plan should include how often and when 
to have conference calls with involved agencies, who will be the 
designated spokesperson, who will prepare health alerts and press 
releases, and the like. When a federal agency is involved in the 
survey of 10 or more individuals, the data collection instrument 
must first be cleared by the White House Office of Management 
and Budget (OMB). 
 
In addition, operational and logistical details are important.  
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Arrange to bring a laptop computer, cell phone or phone card, 
camera, and other supplies. If you are arriving from outside the 
area, you should arrange in advance when and where you are to 
meet with local officials and contacts when you arrive in the field. 
You must arrange travel, lodging, and local transportation. Many 
agencies and organizations have strict approval processes and 
budgetary limits that you must follow. If you are traveling to 
another country, you will need a passport and often a visa. You 
should also take care of personal matters before you leave, 
especially if the investigation is likely to be lengthy. 

Step 2: Establish the existence of an outbreak 
An outbreak or an epidemic is the occurrence of more cases of 
disease than expected in a given area or among a specific group of 
people over a particular period of time. Usually, the cases are 
presumed to have a common cause or to be related to one another 
in some way. Many epidemiologists use the terms outbreak and 
epidemic interchangeably, but the public is more likely to think 
that epidemic implies a crisis situation. Some epidemiologists 
apply the term epidemic to situations involving larger numbers of 
people over a wide geographic area. Indeed, the Dictionary of 
Epidemiology defines outbreak as an epidemic limited to localized 
increase in the incidence of disease, e.g., village, town, or closed 
institution.23 
 
In contrast to outbreak and epidemic, a cluster is an aggregation of 
cases in a given area over a particular period without regard to 
whether the number of cases is more than expected. This 
aggregation of cases seems to be unusual, but frequently the public 
(and sometimes the health agency) does not know the denominator. 
For example, the diagnosis in one neighborhood of four adults with 
cancer may be disturbing to residents but may well be within the 
expected level of cancer occurrence, depending on the size of the 
population, the types of cancer, and the prevalence of risk factors 
among the residents. 
 
One of the first tasks of the field investigator is to verify that a 
cluster of cases is indeed an outbreak. Some clusters turn out to be 
true outbreaks with a common cause, some are sporadic and 
unrelated cases of the same disease, and others are unrelated cases 
of similar but unrelated diseases. 
 
Even if the cases turn out to be the same disease, the number of 
cases may not exceed what the health department normally sees in 
a comparable time period. Here, as in other areas of epidemiology, 
the observed is compared with the expected. The expected number 
is usually the number from the previous few weeks or months, or 
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from a comparable period during the previous few years. For a 
notifiable disease, the expected number is based on health 
department surveillance records. For other diseases and conditions, 
the expected number may be based on locally available data such 
as hospital discharge records, mortality statistics, or cancer or birth 
defect registries. When local data are not available, a health 
department may use rates from state or national data, or, 
alternatively, conduct a telephone survey of physicians to 
determine whether they are seeing more cases of the disease than 
usual. Finally, a survey of the community may be conducted to 
establish the background or historical level of disease. 
 
Even if the current number of reported cases exceeds the expected 
number, the excess may not necessarily indicate an outbreak. 
Reporting may rise because of changes in local reporting 
procedures, changes in the case definition, increased interest 
because of local or national awareness, or improvements in 
diagnostic procedures. A new physician, infection control nurse, or 
healthcare facility may more consistently report cases, when in fact 
there has been no change in the actual occurrence of the disease. 
Some apparent increases are actually the result of misdiagnosis or 
laboratory error. Finally, particularly in areas with sudden changes 
in population size such as resort areas, college towns, and migrant 
farming areas, changes in the numerator (number of reported 
cases) may simply reflect changes in the denominator (size of the 
population). 
 
Whether an apparent problem should be investigated further is not 
strictly tied to verifying the existence of an epidemic (more cases 
than expected). Sometimes, health agencies respond to small 
numbers of cases, or even a single case of disease, that may not 
exceed the expected or usual number of cases. As noted earlier, the 
severity of the illness, the potential for spread, availability of 
control measures, political considerations, public relations, 
available resources, and other factors all influence the decision to 
launch a field investigation. 
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Exercise 6.2 
For the month of August, 12 new cases of tuberculosis and 12 new cases of 
West Nile virus infection were reported to a county health department. You 
are not sure if either group of cases is a cluster or an outbreak. What 
additional information might be helpful in making this determination?  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Check your answers on page 6-60 
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Step 3: Verify the diagnosis 
The next step, verifying the diagnosis, is closely linked to verifying 
the existence of an outbreak. In fact, often these two steps are 
addressed at the same time. Verifying the diagnosis is important: 
(a) to ensure that the disease has been properly identified, since 
control measures are often disease-specific; and (b) to rule out 
laboratory error as the basis for the increase in reported cases. 
 
First, review the clinical findings and laboratory results. If you 
have questions about the laboratory findings (for example, if the 
laboratory tests are inconsistent with the clinical and epidemiologic 
findings), ask a qualified laboratorian to review the laboratory 
techniques being used. If you need specialized laboratory work 
such as confirmation in a reference laboratory, DNA or other 
chemical or biological fingerprinting, or polymerase chain 
reaction, you must secure a sufficient number of appropriate 
specimens, isolates, and other laboratory material as soon as 
possible. 
 
Second, many investigators — clinicians and non-clinicians — 
find it useful to visit one or more patients with the disease. If you 
do not have the clinical background to verify the diagnosis, bring a 
qualified clinician with you. Talking directly with some patients 
gives you a better understanding of the clinical features, and helps 
you to develop a mental image of the disease and the patients 
affected by it. In addition, conversations with patients are very 
useful in generating hypotheses about disease etiology and spread. 
They may be able to answer some critical questions: What were 
their exposures before becoming ill? What do they think caused 
their illness? Do they know anyone else with the disease? Do they 
have anything in common with others who have the disease? 
 
Third, summarize the clinical features using frequency 
distributions. Are the clinical features consistent with the 
diagnosis? Frequency distributions of the clinical features are 
useful in characterizing the spectrum of illness, verifying the 
diagnosis, and developing case definitions. These clinical 
frequency distributions are considered so important in establishing 
the credibility of the diagnosis that they are frequently presented in 
the first table of an investigation’s report or manuscript. 
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Step 4: Construct a working case definit ion 
 
 
 
 
 
 
 
 

 

A case definition is a 
standard set of criteria for 
deciding whether an 
individual should be 
classified as having the 
health condition of 
interest.  
 

 

A case definition is a standard set of criteria for deciding whether 
an individual should be classified as having the health condition of 
interest. A case definition includes clinical criteria and — 
particularly in the setting of an outbreak investigation — 
restrictions by time, place, and person. The clinical criteria should 
be based on simple and objective measures such as “fever ≥ 40°C 
(101°F),” “three or more loose bowel movements per day,” or 
“myalgias (muscle pain) severe enough to limit the patient’s usual 
activities.” The case definition may be restricted by time (for 
example, to persons with onset of illness within the past 2 months), 
by place (for example, to residents of the nine-county area or to 
employees of a particular plant) and by person (for example, to 
persons with no previous history of a positive tuberculin skin test, 
or to premenopausal women). Whatever the criteria, they must be 
applied consistently to all persons under investigation. 
 
The case definition must not include the exposure or risk factor 
you are interested in evaluating. This is a common mistake. For 
example, if one of the hypotheses under consideration is that 
persons who worked in the west wing were at greater risk of 
disease, do not define a case as “illness among persons who 
worked in the west wing with onset between…” Instead, define a 
case as “illness among persons who worked in the facility with 
onset between…” Then conduct the appropriate analysis to 
determine whether those who worked in the west wing were at 
greater risk than those who worked elsewhere. 
 
Diagnoses may be uncertain, particularly early in an investigation. 
As a result, investigators often create different categories of a case 
definition, such as confirmed, probable, and possible or suspect, 
that allow for uncertainty. To be classified as confirmed, a case 
usually must have laboratory verification. A case classified as 
probable usually has typical clinical features of the disease without 
laboratory confirmation. A case classified as possible usually has 
fewer of the typical clinical features. For example, in the box on 
page 6-16, you can see the Pan American Health Organization 
(PAHO) recommended case definition for meningococcal 
disease.24 Here you can see the different categories that PAHO uses 
for this diagnosis. 
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In the outbreak setting, the investigators would need to specify 
time and place to complete the outbreak case definition. For 
example, if investigating an epidemic of meningococcal meningitis 
in Bamako, the case definition might be the clinical features as 
described in the box with onset between January and April of this 
year among residents and visitors of Bamako. 
 
Classifications such as confirmed-probable-possible are helpful 
because they provide flexibility to the investigators. A case might 
be temporarily classified as probable or possible while laboratory 
results are pending. Alternatively, a case may be permanently 
classified as probable or possible if the patient’s physician decided 
not to order the confirmatory laboratory test because the test is 
expensive, difficult to obtain, or unnecessary. For example, while 
investigating an outbreak of diarrhea on a cruise ship, investigators 
usually try to identify the causative organism from stool samples 
from a few afflicted persons. If the tests confirm that all of those 
case-patients were infected with the same organism, for example 
norovirus, the other persons with compatible clinical illness are all 
presumed to be part of the same outbreak and to be infected with 
the same organism. Note that while this approach is typical in the 
United States, some countries prefer to acquire laboratory samples 
from every affected person, and only those with a positive 
laboratory test are counted as true cases. 
 
A case definition is a tool for classifying someone as having or not 
having the disease of interest, but few case definitions are 100% 
accurate in their classifications. Some persons with mild illness 
may be missed, and some persons with a similar but not identical 
illness may be included. Generally, epidemiologists strive to 
ensure that a case definition includes most if not all of the actual 

Meningococcal Disease — PAHO Case Definition 
 
Clinical case definition 
An illness with sudden onset of fever (>38.5°C rectal or >38.0°C axillary) and 
one or more of the following: neck stiffness, altered consciousness, other 
meningeal sign or petechial or puerperal rash. 
 
Laboratory criteria for diagnosis 
Positive cerebrospinal fluid (CSF) antigen detection or positive culture.  
 
Case classification 
Suspected: A case that meets the clinical case definition. 
Probable: A suspected case as defined above and turbid CSF (with or without 

positive Gram stain) or ongoing epidemic and epidemiological link to a 
confirmed case. 

Confirmed: A suspected or probable case with laboratory confirmation. 
 
Source: Pan American Health Organization. Case Definitions Meningococcal 
Disease. Epidemiological Bulletin 2002; 22(4):14–5. 
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cases, but very few or no false-positive cases. However, this ideal 
is not always met. For example, case definitions often miss 
infected people who have mild or no symptoms, because they have 
little reason to be tested.  
 

More About Case Definitions 
 
Early in an investigation, investigators may use a “loose” or sensitive case definition that includes confirmed, 
probable, and possible cases to characterize the extent of the problem, identify the populations affected, and 
develop hypotheses about possible causes. The strategy of being more inclusive early on is especially useful in 
investigations that require travel to different hospitals, homes, or other sites to gather information, because 
collecting extra data while you are there is more efficient than having to return a second time. This illustrates an 
important axiom of field epidemiology: Get it while you can. Later on, when hypotheses have come into sharper 
focus, the investigator may tighten the case definition by dropping the “possible” and sometimes the “probable” 
category. In analytic epidemiology, inclusion of false-positive cases can produce misleading results. Therefore, to 
test these hypotheses by using analytic epidemiology (see Step 8), specific or tight case definitions are 
recommended. 
 
Other investigations, particularly those of a newly recognized disease or syndrome, begin with a relatively specific 
or narrow case definition. For example, acquired immunodeficiency syndrome (AIDS) and severe acute respiratory 
syndrome (SARS) both began with relatively specific case definitions. This ensures that persons whose illness 
meets the case definition truly have the disease in question. As a result, investigators could accurately characterize 
the typical clinical features of the illness, risk factors for illness, and cause of the illness. After the cause was 
known and diagnostic tests were developed, investigators could use the laboratory test to learn about the true 
spectrum of illness, and could broaden the case definition to include those with early infection or mild symptoms. 
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Exercise 6.3 
In 1989, a worldwide epidemic of a previously unrecognized syndrome 
occurred. This condition was characterized by severe myalgias (muscle 
pains) and an elevated number of a particular type of white blood cell called 

an eosinophil. The illness was given the name eosinophilia-myalgia syndrome. Public health 
officials initially used the following case definition:25 
 
Eosinophil count ≥2,000 cells/mm3 in the absence of any other known cause of eosinophilia (in 
particular, parasitic or fungal infection, end-stage renal disease, leukemia, allergic disorder, or 
drug reaction) 
 
Using the information in the line listing below, determine whether or not each should be 
classified as a case, according to the initial case definition above. 
 
Table 6.3 Line Listing of 7 Persons with Suspected Eosinophilia-myalgia  

Patient # 
Eosinophils 
(per mm3) 

Other 
Known 
Cause 

Severe 
Myalgias Myalgias* 

Case? 
(Initial Def) 

Case? 
(Revised Def) 

1 535 No Yes No _____ _____ 
2 12,100 No Yes Yes _____ _____ 
3 2,310 No Yes Yes _____ _____ 
4 2,064 No Yes No _____ _____ 
5 2,250 No Yes Yes _____ _____ 
6 1,670 No Yes Yes _____ _____ 
7 2,115 Leukemia Yes Yes _____ _____ 

* Severe enough to affect the patient’s ability to pursue usual daily activities 
 
Eventually, public health officials agreed on the following revised case definition:26 
 

1. A peripheral eosinophil count of >1,000 cells/mm3; 
2. Generalized myalgia at some point during the illness severe enough to affect the 

patient's ability to pursue usual daily activities; 
3. No infection or neoplasm that could account for #1 or #2. 

 
Reclassify each patient using the revised case definition. 
 
 
 
 
 
 
 
 
 
 

 Check your answers on page 6-60 
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Exercise 6.4 
In December 2003, an outbreak of gastroenteritis occurred among tenth-
grade students who had participated in a city-wide field trip. Half of the 
students traveled from December 2 to December 7 (Tour A); the other half 
traveled from December 3 to December 8 (Tour B). The itineraries were 

similar. Although teachers and other adult chaperones accompanied the students on both tours, 
no adult reported illness. In addition, no illness was reported among students who did not go 
on the field trip, and no cases of E. coli O157 were reported in the community that week. 
 
A line listing of 26 persons with symptoms of abdominal pain and/or diarrhea is presented 
below. Using the information in the line listing, develop a case definition that you might use for 
the outbreak investigation. [Note that persons infected with E. coli O157 typically experience 
severe abdominal cramps, bloody diarrhea, and low grade fever after a 1– to 8–day incubation 
period (usually 2–4 days).] 
 
Table 6.4 Line Listing of 26 Persons with Symptoms — School District A, December 2003 

Patient # 
Grade & 
School Age Sex Tour 

Onset 
Date 

Severe 
Abdominal 

Pain? 

No. 
Times 

Diarrhea Stool Testing 

1 10 — 1 17 M A Dec. 8 Y 3 Not done 
2 10 — 1 16 F A Dec. 6 N 1 Negative 
3 10 — 2 16 M A Dec. 10 Y 2 E. coli O157 
4 10 — 2 17 F A Dec. 8 Y 3 Not done 
5 10 — 2 16 F A Dec. 5 Y 8 E. coli O157 
6 10 — 2 16 M A Dec. 6 Y 3 Not done 
7 10 — 3 17 M A Dec. 7 Y 4 Not done 
8 10 — 3 17 F A Dec. 8 Y 2 E. coli O157 
9 10 — 3 16 F A Dec. 7 Y 3 Negative 
10 10 — 4 17 F A Dec. 7 Y 2 E. coli O157 
11 10 — 4 16 M A Dec. 8 Y 3 Not done 
12 10 — 4 16 M A Dec. 9 Y 3 Negative 
13 10 — 5 16 F A Dec. 8 Y 3 Not done 
14 10 — 6 17 F B Dec. 8 Y 3 E. coli O157 
15 10 — 6 16 F B Dec. 9 Y 2 Negative 
16 10 — 7 17 F B Dec. 6 Y 3 Not done 
17 10 — 7 17 F B Dec. 7 Y 5 E. coli O157 
18 10 — 7 16 F B Dec. 8 Y 2 Negative 
19 10 — 8 17 F B Dec. 6 Y 5 E. coli O157 
20 10 — 8 17 F B Dec. 7 Y 3 Negative 
21 10 — 9 16 M B Dec. 8 Y 2 Not done 
22 10 — 9 16 F B Dec. 7 Y 3 Negative 
23 10 — 9 16 F B Dec. 7 Y 3 E. coli O157 
24 10 — 10 17 F B Dec. 9 Y 3 E. coli O157 
25 10 — 10 17 M B Dec. 7 N 1 Negative 
26 10 — 10 16 M B Dec. 6 Y 3 Not done 

 
 
 
 

 Check your answers on page 6-60 
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Step 5: Find cases systematically and record 
information  
As noted earlier, many outbreaks are brought to the attention of 
health authorities by concerned healthcare providers or citizens. 
However, the cases that prompt the concern are often only a small 
and unrepresentative fraction of the total number of cases. Public 
health workers must therefore look for additional cases to 
determine the true geographic extent of the problem and the 
populations affected by it. 
 
Usually, the first effort to identify cases is directed at healthcare 
practitioners and facilities — physicians’ clinics, hospitals, and 
laboratories — where a diagnosis is likely to be made. 
Investigators may conduct what is sometimes called stimulated or 
enhanced passive surveillance by sending a letter describing the 
situation and asking for reports of similar cases. Alternatively, they 
may conduct active surveillance by telephoning or visiting the 
facilities to collect information on any additional cases. 
 
In some outbreaks, public health officials may decide to alert the 
public directly, usually through the local media. In other situations, 
the media may have already spread the word. For example, in an 
outbreak of listeriosis in 2002 caused by contaminated sliceable 
turkey deli meat, announcements in the media alerted the public to 
avoid the implicated product and instructed them to see a physician 
if they developed symptoms compatible with the disease in 
question.27 
 
If an outbreak affects a restricted population such as persons on a 
cruise ship, in a school, or at a work site, and if many cases are 
mild or asymptomatic and therefore undetected, a survey of the 
entire population is sometimes conducted to determine the extent 
of infection. A questionnaire could be distributed to determine the 
true occurrence of clinical symptoms, or laboratory specimens 
could be collected to determine the number of asymptomatic cases. 
 
Finally, investigators should ask case-patients if they know anyone 
else with the same condition. Frequently, one person with an 
illness knows or hears of others with the same illness. 
 
In some investigations, investigators develop a data collection 
form tailored to the specific details of that outbreak. In others, 
investigators use a generic case report form. Regardless of which 
form is used, the data collection form should include the following 
types of information about each case. 
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• Identifying information. A name, address, and telephone 
number is essential if investigators need to contact patients 
for additional questions and to notify them of laboratory 
results and the outcome of the investigation. Names also 
help in checking for duplicate records, while the addresses 
allow for mapping the geographic extent of the problem. 

• Demographic information. Age, sex, race, occupation, etc. 
provide the person characteristics of descriptive 
epidemiology needed to characterize the populations at risk. 

• Clinical information. Signs and symptoms allow 
investigators to verify that the case definition has been met. 
Date of onset is needed to chart the time course of the 
outbreak. Supplementary clinical information, such as 
duration of illness and whether hospitalization or death 
occurred, helps characterize the spectrum of illness. 

• Risk factor information. This information must be tailored 
to the specific disease in question. For example, since food 
and water are common vehicles for hepatitis A but not 
hepatitis B, exposure to food and water sources must be 
ascertained in an outbreak of the former but not the latter. 

• Reporter information. The case report must include the 
reporter or source of the report, usually a physician, clinic, 
hospital, or laboratory. Investigators will sometimes need to 
contact the reporter, either to seek additional clinical 
information or report back the results of the investigation. 

 
Traditionally, the information described above is collected on a 
standard case report form, questionnaire, or data abstraction form. 
Examples of case report forms are shown in Figure 6.1 (in Exercise 
6.5). Investigators then abstract selected critical items onto a form 
called a line listing (See Lesson 2 for more information on line 
listings.)  
 
An example of the line listing from the 2001 anthrax investigation 
is shown in Table 6.5.28 In a line listing, each column represents an 
important variable, such as name or identification number, age, 
sex, case classification, etc., while each row represents a different 
case. New cases are added to a line listing as they are identified. 
Thus, a line listing contains key information on every case and can 
be scanned and updated as necessary. Even in the era of 
computers, many epidemiologists still maintain a handwritten line 
listing of key data items, and turn to their computers for more 
complex manipulations and cross-tabulations. 
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Table 6.5 Line Listing of Demographic, Clinical, and Exposure Characteristics of 22 Cases of Bioterrorism-
Related Anthrax—United States, 2001  

Case 
No. 

Onset 
Date, 
2001 

Date of 
Anthrax 

Diagnosis 
by Lab 
Testing Statea 

Age 
(yrs) Sexa Racea 

Occu- 
pationa 

Case 
Statusb 

Anthrax 
Presentationb Outcome Diagnostic Testsa 

1 9/22 10/19 NY 31 F W NY Post 
employee 

Suspect Cutaneous Alive Serum IgG reactive 

2 9/25 10/12 NY 38 F W NBC anchor 
assistant 

Confirmed Cutaneous Alive Skin biopsy IHC+ /  
serum IgG reactive 

3 9/26 10/18 NJ 39 M W USPS machine 
mechanic 

Suspect Cutaneous Alive Serum IgG reactive 

4 9/28 10/15 FL 73 M W, H AMI mailroom 
worker 

Confirmed Inhalational Alive Pleural biopsy IHC+ /  
serum IgG reactive 

5 9/28 10/18 NJ 45 F W USPS mail 
carrier 

Confirmed Cutaneous Alive Skin biopsy IHC+ and 
PCR+ / serum IgG reac. 

6 9/28 10/12 NY 23 F W NBC TV news 
intern 

Suspect Cutaneous Alive Serum IgG reactive 

7 9/29 10/15 NY 0.6 M W Child of ABC 
employee 

Confirmed Cutaneous Alive Skin biopsy IHC+ /  
blood PCR+ 

8 9/30 10/4 FL 63 M W AMI photo 
editor 

Confirmed Inhalational Dead Cerebrospinal fluid 
culture + 

9 10/1 10/18 NY 27 F W CBS anchor 
assistant 

Confirmed Cutaneous Alive Skin biopsy IHC+ / 
serum IgG reactive 

10 10/14 10/19 PA 35 M W USPS mail 
processor 

Confirmed Cutaneous Alive Blood culture + / serum 
IgG reactive 

11 10/14 10/28 NJ 56 F B USPS mail 
processor 

Confirmed Inhalational Alive Blood PCR+ / pleural 
fluid cytology IHC+ / 
serum IgG reactive 

12 10/15 10/29 NJ 43 F A USPS mail 
processor 

Confirmed Inhalational Alive Pleural fluid IHC+ /  
bronchial biopsy IHC+ / 
serum IgG reactive 

13 10/16 10/21 VA 56 M B USPS mail 
worker 

Confirmed Inhalational Alive Blood culture + 

14 10/16 10/23 MD 55 M B USPS mail 
worker 

Confirmed Inhalational Dead Blood culture + 

15 10/16 10/26 MD 47 M B USPS mail 
worker 

Confirmed Inhalational Dead Blood culture + 

16 10/16 10/22 MD 56 M B USPS mail 
worker 

Confirmed Inhalational Alive Blood culture + 

17 10/17 10/29 NJ 51 F W Bookkeeper Confirmed Cutaneous Alive Skin biopsy IHC+ and 
PCR+ / serum IgG 
reactive 

18 10/19 10/22 NY 34 M W, H NY Post mail 
handler 

Suspect Cutaneous Alive Skin biopsy IHC+ 

19 10/22 10/25 VA 59 M W Government 
mail processor 

Confirmed Inhalational Alive Blood culture + 

20 10/23 10/28 NY 38 M W NY Post 
employee 

Confirmed Cutaneous Alive Skin biopsy culture + 

21 10/25 10/30 NY 61 F A Hospital 
supply worker  

Confirmed Inhalational Dead Pleural fluid and blood 
culture + 

22 11/14 11/21 CT 94 F W Retired at 
home 

Confirmed Inhalational Dead Blood culture + 

aNY, New York; FL, Florida; NJ, New Jersey; PA, Pennsylvania; VA, Virginia; DC, District of Columbia; MD, Maryland; CT, 
Connecticut; F, female; M, male; W, white; B, black; A, Asian; W,H, white with Hispanic ethnicity; NY, New York; NBC, 
National Broadcasting Company; AMI, American Media Inc.; USPS, United States Postal Service; CBS, Columbia Broadcasting 
System; PCR, polymerase chain reaction; IHC, immunohistochemical staining; + positive; IgG, immunoglobulin G. 
bCase status and anthrax presentation are described in the anthrax surveillance case definition in the Methods section. 
 
Source: Jernigan DB, Raghunathan PL, Bell BP, Brechner R, Bresnitz EA, Butler JC, et al. Investigation of bioterrorism-related anthrax, United 
States, 2001: epidemiologic findings. Emerg Infect Dis 2002;8:1019–28.
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Exercise 6.5 
Review the six case report forms in Figure 6.1. Create a line listing based on 
this information. 
 

Figure 6.1 

 
Continued. 
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 Check your answers on page 6-61 
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Step 6: Perform descriptive epidemiology 
Conceptually, the next step after identifying and gathering basic 
information on the persons with the disease is to systematically 
describe some of the key characteristics of those persons. This 
process, in which the outbreak is characterized by time, place, and 
person, is called descriptive epidemiology. It may be repeated 
several times during the course of an investigation as additional 
cases are identified or as new information becomes available. 
 
This step is critical for several reasons.  

• Summarizing data by key demographic variables provides a 
comprehensive characterization of the outbreak — trends 
over time, geographic distribution (place), and the 
populations (persons) affected by the disease.  

• From this characterization you can identify or infer the 
population at risk for the disease.  

• The characterization often provides clues about etiology, 
source, and modes of transmission that can be turned into 
testable hypotheses (see Step 7).  

• Descriptive epidemiology describes the where and whom of 
the disease, allowing you to begin intervention and 
prevention measures.  

• Early (and continuing) analysis of descriptive data helps you 
to become familiar with those data, enabling you to identify 
and correct errors and missing values. 

Time 
Traditionally, a special type of histogram is used to depict the time 
course of an epidemic. This graph, called an epidemic curve, or 
epi curve for short, provides a simple visual display of the 
outbreak’s magnitude and time trend. The classic epidemic curve, 
such as the one shown in Figure 6.2a from an outbreak of 
Salmonella enterica serotype Enteritidis, graphs the number of 
cases by date or time of onset of illness. 
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Figure 6.2a Outbreak of Salmonella Enteritidis Gastroenteritis — 
Maryland, 2003 (Epidemic Curve by 12-Hour Intervals) 

 
Source: Castel AD, Blythe D, Edwards L, Totaro J, Shah D, Moore M. A large outbreak of 
Salmonella Enteritidis infections associated with crabcakes at a church fundraiser–
Maryland, 2003. Presented at 53rd Annual Epidemic Intelligence Service Conference, April 
19-23, 2004, Atlanta.  
 
Epidemic curves are a basic investigative tool because they are so 
informative (see Lesson 4). 

• The epi curve shows the magnitude of the epidemic over 
time as a simple, easily understood visual. It permits the 
investigator to distinguish epidemic from endemic disease. 
Potentially correlated events can be noted on the graph. 

• The shape of the epidemic curve may provide clues about 
the pattern of spread in the population, e.g., point versus 
intermittent source versus propagated. 

• The curve shows where you are in the course of the 
epidemic — still on the upswing, on the down slope, or after 
the epidemic has ended. This information forms the basis 
for predicting whether more or fewer cases will occur in the 
near future. 

• The curve can be used for evaluation, answering questions 
like: How long did it take for the health department to 
identify a problem? Are intervention measures working? 

• Outliers — cases that don’t fit into the body of the curve —
may provide important clues. 

• If the disease and its incubation period are known, the epi 
curve can be used to deduce a probable time of exposure 
and help develop a questionnaire focused on that time 
period. 

 
Drawing an epidemic curve. To draw an epidemic curve, you first 
must know the time of onset of illness for each case. For some 
diseases, date of onset is sufficient. For other diseases, particularly 
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those with a relatively short incubation period, hour of onset may 
be more suitable (see Lesson 4). 
 
Occasionally, you may be asked to draw an epidemic curve when 
you don’t know either the disease or its incubation time. In that 
situation, it may be useful to draw several epidemic curves with 
different units on the x-axis to find one that best portrays the data. 
For example, the epidemic curves shown in Figures 6.2b and 6.2c 
display the same data as in Figure 6.2a; the x-axis is measured in 
units of 12 hours in Figure 6.2a, 6 hours in Figure 6.2b, and 24 
hours (1 day) in 6.2c. Figure 6.2d shows the same data one more 
time, but with stacks of squares that each represent one case. 
 
Figure 6.2b Outbreak of Salmonella Enteritidis Gastroenteritis — 
Maryland, 2003 (Epidemic Curve by 6-Hour Intervals) 

 
Source: Castel AD, Blythe D, Edwards L, Totaro J, Shah D, Moore M. A large outbreak of 
Salmonella Enteritidis infections associated with crabcakes at a church fundraiser–
Maryland, 2003. Presented at 53rd Annual Epidemic Intelligence Service Conference, April 
19-23, 2004, Atlanta.  
 
Figure 6.2c Outbreak of Salmonella Enteritidis Gastroenteritis — 
Maryland, 2003 (Epidemic Curve by One Day Intervals) 

 
Source: Castel AD, Blythe D, Edwards L, Totaro J, Shah D, Moore M. A large outbreak of 
Salmonella Enteritidis infections associated with crabcakes at a church fundraiser–
Maryland, 2003. Presented at 53rd Annual Epidemic Intelligence Service Conference, April 
19-23, 2004, Atlanta.  
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Figure 6.2d Outbreak of Salmonella Enteritidis Gastroenteritis — 
Maryland, 2003 (Epidemic Curve by 6-Hour Intervals)  

 
Source: Castel AD, Blythe D, Edwards L, Totaro J, Shah D, Moore M. A large outbreak of 
Salmonella Enteritidis infections associated with crabcakes at a church fundraiser–
Maryland, 2003. Presented at 53rd Annual Epidemic Intelligence Service Conference, April 
19-23, 2004, Atlanta.  
 
Interpreting an epidemic curve. The first step in interpreting an 
epidemic curve is to consider its overall shape. The shape of the 
epidemic curve is determined by the epidemic pattern (for 
example, common source versus propagated), the period of time 
over which susceptible persons are exposed, and the minimum, 
average, and maximum incubation periods for the disease. 
 
An epidemic curve that has a steep upslope and a more gradual 
down slope (a so-called log-normal curve) is characteristic of a 
point-source epidemic in which persons are exposed to the same 
source over a relative brief period. In fact, any sudden rise in the 
number of cases suggests sudden exposure to a common source 
one incubation period earlier (Figure 6.3). 
 
In a point-source epidemic, all the cases occur within one 
incubation period. If the duration of exposure is prolonged, the 
epidemic is called a continuous common-source epidemic, and 
the epidemic curve has a plateau instead of a peak. An intermittent 
common-source epidemic (in which exposure to the causative 
agent is sporadic over time) usually produces an irregularly jagged 
epidemic curve reflecting the intermittence and duration of 
exposure and the number of persons exposed. In theory, a 
propagated epidemic — one spread from person-to-person with 
increasing numbers of cases in each generation — should have a 
series of progressively taller peaks one incubation period apart, but 
in reality few produce this classic pattern. 
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Figure 6.3 Typical Epi Curves for Different Types of Spread 

 
Adapted from: European Programme for Intervention Epidemiology Training [Internet]. 
Solna, Sweden: Smittskyddsinstitutet [updated 2004 Sep 27; cited 2006 Sep 22]  

 
Figure 6.4 Number of Cases of Acute Hemorrhagic Conjunctivitis, By 
Month and Week of Report — Puerto Rico, August 7–October 30, 2003 

 
Adapted from: Acute hemorrhagic conjunctivitis outbreak caused by Coxsackievirus A24–
Puerto Rico, 2003. MMWR 2004;53:632–4. 
 
As noted above, the epidemic curve shows where you are in the 
natural course of the epidemic. Consider the epidemic curve of 
acute hemorrhagic conjunctivitis in Puerto Rico, shown in Figure 
6.4. If you only had data through Week 35, that is, through point 
A, you might conclude that the outbreak is still on the upswing, 
with more cases to come. On the other hand, if you had data 
through point B, you might judge that the outbreak has peaked and 
may soon be over. 
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The cases that stand apart may be just as informative as the overall 
pattern. An early case may represent a background or unrelated 
case, a source of the epidemic, or a person who was exposed 
earlier than most of the cases (for example, the cook who tasted a 
dish hours before bringing it to the big picnic). Similarly, late cases 
may represent unrelated cases, cases with long incubation periods, 
secondary cases, or persons exposed later than most others (for 
example, someone eating leftovers). On the other hand, these 
outlying cases sometimes represent miscoded or erroneous data. 
All outliers are worth examining carefully because if they are part 
of the outbreak, they may have an easily identifiable exposure that 
may point directly to the source. 
 
In a point-source epidemic of a known disease with a known 
incubation period, the epidemic curve can be used to identify a 
likely period of exposure. Knowing the likely period of exposure 
allows you to ask questions about the appropriate period of time so 
you can identify the source of the epidemic. 
 
To identify the likely period of exposure from an epidemic curve 
of an apparent point source epidemic: 

1. Look up the average and minimum incubation periods of 
the disease. This information can be found on disease fact 
sheets available on the Internet or in the Control of 
Communicable Diseases Manual.29 

2. Identify the peak of the outbreak or the median case and 
count back on the x-axis one average incubation period. 
Note the date. 

3. Start at the earliest case of the epidemic and count back the 
minimum incubation period, and note this date as well. 

 
Ideally, the two dates will be similar, and represent the probable 
period of exposure. Since this technique is not precise, widen the 
probable period of exposure by, say, 20% to 50% on either side of 
these dates, and then ask about exposures during this widened 
period in an attempt to identify the source. 
 
In a similar fashion, if the time of exposure and the times of onset 
of illness are known but the cause has not yet been identified, the 
incubation period can be estimated from the epidemic curve. 
Subtract the time of onset of the earliest cases from the time of 
exposure to estimate the minimum incubation period. Subtract the 
time of onset of the median case from the time of exposure to 
estimate the median incubation period. These incubation periods 
can be compared with a list of incubation periods of known 
diseases to narrow the possibilities. 
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EXAMPLE: Interpreting an Epidemic Curve 
 
Consider, for example, the outbreak of hepatitis A illustrated by the epidemic curve in Figure 6.5. The incubation 
period for hepatitis A ranges from 15 to 50 days (roughly 2 to 7 weeks), with an average incubation period of 28–30 
days (roughly one month). Because cases can occur from 15 to 50 days after exposure, all cases from a point 
source exposure should occur within a span of 50 – 15 = 35 days. 
 

Figure 6.5 Hepatitis A from Sub Shop — Massachusetts, 2001 

 
Adapted from: Foodborne transmission of hepatitis A — Massachusetts, 2001. MMWR 2003;52:565–7. 

 
Is this epidemic curve consistent with a point-source epidemic? (That is, do all of the cases occur with one 
incubation period?) 

Yes. The date of onset of the first case was during the week of October 28. The date of onset of the last 
known case was during the week of November 18, less than one month later. All of the cases occur within 
the range of incubation periods expected for a point source exposure. Therefore, the epidemic curve can 
be used to identify the likely period of exposure. 

 
What is the peak of the outbreak or the median date of onset? 

Both the peak of the outbreak and the median case occurred during the week of November 4. 
 
When is the likely date(s) of exposure, based on one average incubation period prior to the peak (median date) of 
the outbreak? 

Since both the peak and the median of the outbreak occurred during the week of November 4, the most 
likely period of exposure was a month earlier, in early October. 

 
When is the beginning of the outbreak? 

The earliest case occurred during the week of October 28. 
 
When is the likely dates of exposure, based on the minimum incubation period before the first case? 

Subtracting 2 weeks from the week of October 28 points to the week of October 14. 
 
Thus you would look for exposures during the weeks of October 7 and 14, plus or minus a few days. This turned out 
to be the exact period during which a restaurant employee, diagnosed with hepatitis A in mid-October, would have 
been shedding virus while still working. In summary, the graph reflects an outbreak (number of cases clearly in 
excess of usual) beginning during the week of October 28, peaking during the week of November 4, and ending 
during the week of November 18. Based on these data and knowledge of the incubation period of hepatitis A, the 
period of exposure was probably in early to mid-October. 
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Exercise 6.6 
An outbreak of an acute respiratory disease, coccidioidomycosis, occurred 
among volunteers, group leaders, and archaeologists who began working at 
a Native American archaeological site in Utah on June 18.30  

 
 
1. Using the dates of onset listed below, draw an epidemic curve. Graph paper is provided at 

the end of this lesson. 
 
 Case # Date of Onset Case # Date of Onset 
 1 6/28 6 6/29 
 2 6/28 7 6/29 
 3 6/29 8 6/30 
 4  6/29 9 7/1 
 5 6/29 10 7/1 
 
 

 
 
 
 
 
 
 
 
 
2. The average incubation period for coccidioidomycosis is 12 days, with a minimum incubation 

period of 7 days. Using your epidemic curve and the average and minimum incubation 
periods for coccidioidomycosis, identify the likely exposure period. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Check your answers on page 6-62 
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Place  
Assessment of an outbreak by place not only provides information 
on the geographic extent of a problem, but may also demonstrate 
clusters or patterns that provide important etiologic clues. A spot 
map is a simple and useful technique for illustrating where cases 
live, work, or may have been exposed. 
 
Some spot maps indicate each patient’s residence. If the map 
shows a cluster or other pattern (such as cases along a road), the 
investigator must consider possible explanations — perhaps water 
supplies, wind currents, or proximity to a restaurant or grocery. A 
spot map, like that used by John Snow in London in 1854 (see 
Lesson 1, Figure 1.1), can give clues about mode of spread.31 For 
example, clustering of cases in a wing of a nursing home is 
consistent with either a focal source or person-to-person spread, 
whereas scattering of cases throughout the facility is more 
consistent with a widely disseminated vehicle or a source common 
to the residents that is not associated with room assignment, such 
as a common dining hall or water supply. In an outbreak of 
pneumococcal pneumonia in a nursing home in New Jersey, cases 
were more common in the north wing than in the south wing 
(Figure 6.6). Nursing home staff did report that the 2 residents of 
the south wing who developed pneumonia did spend much of their 
time in the north wing.32 
 
Figure 6.6 Cases of Pneumonia by Room, Nursing Home A — New 
Jersey, 2001 

 
Adapted from: Tan C. A preventable outbreak of pneumococcal pneumonia among 
unvaccinated nursing home residents in New Jersey during 2001. Infect Control Hosp 
Epidemiol 2003;24:848–52. 
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Often, a spot map by site of presumed exposure is more 
informative than one by residence. Figure 6.7 shows the location of 
staff in two offices in the U.S. Senate’s Hart Building who had 
nasal swabs positive for B. anthracis after an envelope containing 
anthrax spores was opened in their presence.33 
 
To look for clustering in an outbreak of surgical wound infections 
in a hospital, cases may be plotted by operating room, recovery 
room, and ward room. In studying “sick-building syndrome” and 
other disorders related to air-flow patterns in buildings, cases 
should be plotted by work location. A spot map may even plot sites 
of recreational or other outdoor exposures. 
 
Figure 6.7 Desk Locations of Persons with Nasal Swabs Positive for 
Bacillus anthracis, Hart Building — Washington, DC, 2001 

 
Adapted from: Lukacs SL, Hsu V, Harper S, Handzel T, Hayslett J, Khabbaz R,,et al. 
Anthrax outbreak averted: public health response to a contaminated envelope on Capital 
Hill–Washington, DC, 2001. Presented at 51st Annual Epidemic Intelligence Service 
Conference, April 22-26, 2004, Atlanta.  
 
Spot maps are useful for demonstrating cases within a geographic 
area, but they do not take the size of the underlying population into 
account. To compare incidence between different areas with 
different population densities, an area map showing area-specific 
rates is preferable. Figure 6.8 shows the number of cases of human 
granulocytic ehrlichiosis by county in Wisconsin during 1996–
1998.34 The most cases occurred in Washburn (n=21) and 
Chippewa (n=17) Counties. By dividing the number of cases by 
the size of the population, county-specific rates of ehrlichiosis can 
be calculated (Figure 6.9). While Jackson (n=11) and Rusk (n=9) 
Counties had fewer cases than Chippewa, their populations are 
much smaller, and they turned out to have higher rates of disease. 
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Figure 6.8 Cases of Human Granulocytic Ehrlichiosis by County — 
Wisconsin, May 1996–December 1998  

 
Source: Ramsey AH, Belongia EA, Gale CM, Davis JP. Outcomes of treated human 
granulocytic ehrlichiosis cases. Emerg Infect Dis 2002;8:398-401. 
  
Figure 6.9 Rates of Human Granulocytic Ehrlichiosis by County — 
Wisconsin, May 1996–December 1998  

 
Source: Ramsey AH, Belongia EA, Gale CM, Davis JP. Outcomes of treated human 
granulocytic ehrlichiosis cases. Emerg Infect Dis 2002;8:398-401. 
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Person 
Characterization of the outbreak by person provides a description 
of whom the case-patients are and who is at risk. Person 
characteristics that are usually described include both host 
characteristics (age, race, sex, and medical status) and possible 
exposures (occupation, leisure activities, and use of medications, 
tobacco, and drugs). Both of these influence susceptibility to 
disease and opportunities for exposure. 
 
The two most commonly described host characteristics are age and 
sex because they are easily collected and because they are often 
related to exposure and to the risk of disease. Depending on the 
outbreak, occupation, race, or other personal characteristics 
specific to the disease under investigation and the setting of the 
outbreak may also be important. For example, investigators of an 
outbreak of hepatitis B might characterize the cases by intravenous 
drug use and sexual contacts, two of the high risk exposures for 
that disease. Investigators of a school-based gastroenteritis 
outbreak might describe occurrence by grade or classroom, and by 
student versus teacher or other staff. 
 
Early in an investigation, investigators may restrict the descriptive 
epidemiology to numbers of cases. However, in many 
circumstances the investigators also calculate rates (number of 
cases divided by the population or number of people at risk). 
Numbers indicate the burden of disease and are useful for planning 
and service delivery. Rates are essential for identifying groups with 
elevated risk of disease.  

Summarizing by time, place, and person 
After characterizing an outbreak by time, place, and person, it is 
useful to summarize what you know. For example, during an 
investigation of an outbreak of Legionnaires’ disease in Louisiana, 
members of the investigative team discussed what they knew based 
on the descriptive epidemiology.35 Specifically, the epidemic curve 
indicated that the outbreak was basically over, because no new 
case had been reported in the previous two weeks. The affected 
population had a greater proportion of persons who were black, 
female, young, and less likely to smoke than persons in a typical 
Legionnaires’ outbreak. There appeared to be no clustering by 
either residence or worksite, and no connection with exposure to 
the town’s cooling towers. Thus, the investigators were forced to 
develop new hypotheses about a source of Legionnaires’ disease to 
explain this outbreak. 
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Step 7: Develop hypotheses 
 
 
 
 
 
 
 
 
 
 

 

“Round up the usual 
suspects.”  

- Capt. Renault (Claude 
Rains) to his policemen 

after Rick Blaine 
(Humphrey Bogart) had 
just shot a Nazi officer, 

Casablanca, 1942 
 

 

Although the next conceptual step in an investigation is 
formulating hypotheses, in reality, investigators usually begin to 
generate hypotheses at the time of the initial telephone call. 
Depending on the outbreak, the hypotheses may address the source 
of the agent, the mode (and vehicle or vector) of transmission, and 
the exposures that caused the disease. The hypotheses should be 
testable, since evaluating hypotheses is the next step in the 
investigation. 
 
In an outbreak context, hypotheses are generated in a variety of 
ways. First, consider what you know about the disease itself: What 
is the agent’s usual reservoir? How is it usually transmitted? What 
vehicles are commonly implicated? What are the known risk 
factors? In other words, by being familiar with the disease, you 
can, at the very least, “round up the usual suspects.” 
 
Another useful way to generate hypotheses is to talk to a few of the 
case-patients, as discussed in Step 3. The conversations about 
possible exposures should be open-ended and wide-ranging, not 
necessarily confined to the known sources and vehicles. In some 
challenging investigations that yielded few clues, investigators 
have convened a meeting of several case-patients to search for 
common exposures. In addition, investigators have sometimes 
found it useful to visit the homes of case-patients and look through 
their refrigerators and shelves for clues to an apparent foodborne 
outbreak. 
 
Just as case-patients may have important insights into causes, so 
too may the local health department staff. The local staff know the 
people in the community and their practices, and often have 
hypotheses based on their knowledge. 
 
The descriptive epidemiology may provide useful clues that can be 
turned into hypotheses. If the epidemic curve points to a narrow 
period of exposure, what events occurred around that time? Why 
do the people living in one particular area have the highest attack 
rate? Why are some groups with particular age, sex, or other 
person characteristics at greater risk than other groups with 
different person characteristics? Such questions about the data may 
lead to hypotheses that can be tested by appropriate analytic 
techniques. 
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When the epidemiology 
does not fit the natural 
pattern, think unnatural, 
i.e., intentional. 
 

 

Given recent concerns about bioterrorism, investigators should 
consider intentional dissemination of an infectious or chemical 
agent when trying to determine the cause of an outbreak. An 
intentional act, one with either terrorist or criminal intent, should 
be considered under a variety of circumstances listed in Table 6.6. 
Investigators of an outbreak of salmonellosis in The Dalles, 
Oregon, were stumped when they were able to implicate salad bars 
in several local restaurants, but could not identify any common 
ingredients or distribution system.36 A year later, a member of a 
local cult admitted that the cult had intentionally contaminated the 
salads bars with Salmonella organisms. The lesson learned is that 
when the epidemiology does not fit the usual or natural patterns of 
transmission, investigators should think about intentional modes of 
transmission. 

 
Table 6.6 Epidemiologic Clues to Bioterrorism 

1. Single case of disease caused by an uncommon agent (e.g., glanders, smallpox, viral hemorrhagic fever, 
inhalational or cutaneous anthrax) without adequate epidemiologic explanation 

2. Unusual, atypical, genetically engineered, or antiquated strain of an agent (or antibiotic-resistance pattern) 
3. Higher morbidity and mortality in association with a common disease or syndrome or failure of such patients 

to respond to usual therapy 
4. Unusual disease presentation (e.g., inhalational anthrax or pneumonic plague) 
5. Disease with an unusual geographic or seasonal distribution (e.g., tularemia in a non-endemic area, 

influenza in the summer) 
6. Stable endemic disease with an unexplained increase in incidence (e.g., tularemia, plague) 
7. Atypical disease transmission through aerosols, food, or water, in a mode suggesting deliberate sabotage 

(i.e., no other physical explanation) 
8. No illness in persons who are not exposed to common ventilation systems (have separate closed ventilation 

systems) when illness is seen in persons in close proximity who have a common ventilation system 
9. Several unusual or unexplained diseases coexisting in the same patient without any other explanation 
10. Unusual illness that affects a large, disparate population (e.g., respiratory disease in a large population may 

suggest exposure to an inhalational pathogen or chemical agent) 
11. Illness that is unusual (or atypical) for a given population or age group (e.g., outbreak of measles-like rash 

in adults) 
12. Unusual pattern of death or illness among animals (which may be unexplained or attributed to an agent of 

bioterrorism) that precedes or accompanies illness or death in humans 
13. Unusual pattern of death or illness among humans (which may be unexplained or attributed to an agent of 

bioterrorism) that precedes or accompanies illness or death in animals 
14. Ill persons who seek treatment at about the same time (point source with compressed epidemic curve) 
15. Similar genetic type among agents isolated from temporally or spatially distinct sources 
16. Simultaneous clusters of similar illness in noncontiguous areas, domestic or foreign 
17. Large number of cases of unexplained diseases or deaths 

Source: Treadwell TA, Koo D, Kuker K, Khan AS. Epidemiologic clues to bioterrorism. Public Health Reports 2003; 118:92–8. 
 

Outliers also can provide important clues. In an outbreak of 
thyrotoxicosis in 1985, most cases came from Luverne, Minnesota, 
and the surrounding areas. Only one case was identified in Sioux 
Falls, South Dakota, 60 miles away. Did this person ever go to 
Luverne? Yes. Was she a friend or acquaintance of any of the 
Luverne cases? Not really. What does she do when she goes to 
Luverne? Visit my father and buy the locally produced ground beef 
that he sells in his store. Aha! The hypothesis that the locally 
produced ground beef was the vehicle could easily be tested by 
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asking case-patients and controls (persons without thyrotoxicosis 
or other thyroid disease) whether they ate ground beef from the 
same source. Case-patients did, controls did not.37 

Step 8: Evaluate hypotheses epidemiologically 
After a hypothesis that might explain an outbreak has been 
developed, the next step is to evaluate the plausibility of that 
hypothesis. Typically, hypotheses in a field investigation are 
evaluated using a combination of environmental evidence, 
laboratory science, and epidemiology. From an epidemiologic point 
of view, hypotheses are evaluated in one of two ways: either by 
comparing the hypotheses with the established facts or by using 
analytic epidemiology to quantify relationships and assess the role 
of chance. 
 
The first method is likely to be used when the clinical, laboratory, 
environmental, and/or epidemiologic evidence so obviously 
supports the hypotheses that formal hypothesis testing is 
unnecessary. For example, in an outbreak of hypervitaminosis D 
that occurred in Massachusetts in 1991, investigators found that all 
of the case-patients drank milk delivered to their homes by a local 
dairy. Therefore, investigators hypothesized that the dairy was the 
source and the milk was the vehicle. When they visited the dairy, 
they quickly recognized that the dairy was inadvertently adding far 
more than the recommended dose of vitamin D to the milk. No 
analytic epidemiology was really necessary to evaluate the basic 
hypothesis in this setting or to implement appropriate control 
measures, although investigators did conduct additional studies to 
identify additional risk factors.38,39 
 
In many other investigations, however, the circumstances are not as 
straightforward, and information from the series of cases is not 
sufficiently compelling or convincing. In such investigations, 
epidemiologists use analytic epidemiology to test their hypotheses. 
The key feature of analytic epidemiology is a comparison group. 
The comparison group allows epidemiologists to compare the 
observed pattern among case-patients or a group of exposed persons 
with the expected pattern among noncases or unexposed persons. 
By comparing the observed with expected patterns, epidemiologists 
can determine whether the observed pattern differs substantially 
from what should be expected and, if so, by what degree. In other 
words, epidemiologists can use analytic epidemiology with its 
hallmark comparison group to quantify relationships between 
exposures and disease, and to test hypotheses about causal 
relationships. The two most common types of analytic epidemiology 
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studies used in field investigations are retrospective cohort studies 
and case-control studies, as described in the following sections. 

Retrospective cohort studies 
A retrospective cohort study is the study of choice for an outbreak in 
a small, well-defined population, such as an outbreak of 
gastroenteritis among wedding guests for which a complete list of 
guests is available. In a cohort study, the investigator contacts each 
member of the defined population (e.g., wedding guests), determines 
each person’s exposure to possible sources and vehicles (e.g., what 
food and drinks each guest consumed), and notes whether the person 
later became ill with the disease in question (e.g., gastroenteritis). 
 
After collecting similar information from each attendee, the 
investigator calculates an attack rate for those exposed to (e.g., who 
ate) a particular item and an attack rate for those who were not 
exposed. Generally, an exposure that has the following three 
characteristics or criteria is considered a strong suspect: 

1. The attack rate is high among those exposed to the item. 
2. The attack rate is low among those not exposed, so the 

difference or ratio between attack rates is high. 
3. Most of the case-patients were exposed to the item, so that 

the exposure could “explain” or account for most, if not all, 
of the cases. 

 
 

 

Method for calculating risk 
ratio:  
 

Attack rate (risk) 
in exposed group 
 
Attack rate (risk) 
in unexposed group 

 

 

Relative and attributable risk. Commonly, the investigator 
compares the attack rate in the exposed group to the attack rate in 
the unexposed group to measure the association between the 
exposure (e.g., the food item) and disease. This is called the risk 
ratio or the relative risk. When the attack rate for the exposed 
group is the same as the attack rate for the unexposed group, the 
relative risk is equal to 1.0, and the exposure is said not to be 
associated with disease. The greater the difference in attack rates 
between the exposed and unexposed groups, the larger the relative 
risk, and the stronger the association between exposure and disease.
 
Table 6.7 includes data from an investigation of an outbreak of 
Salmonella Typhimurium gastroenteritis following a company’s 
holiday banquet in December 2003.40 Approximately 135 persons 
attended the party, and of 116 who were interviewed, 57 (49%) met 
the case definition. Food-specific attack rates for those who did and 
did not eat each of 9 items served only at this banquet are presented. 
 
Scan the column of attack rates among those who ate the specified 
items and consider the three criteria listed on the previous page. 
Which item shows the highest attack rate? Is the attack rate low 
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among persons not exposed to that item? Were most of the 57 case-
patients exposed to that food item?  

 
Table 6.7 Attack Rates By Items Served at Company A’s Holiday Banquet — Virginia, December 2003 

Food Items 
Served 

Number of Persons who ATE  
Specified Food  

Number of Persons who DID NOT 
EAT Specified Food 

Risk  
Ratio Ill Not Ill Total Attack Rate  Ill Not Ill Total Attack Rate 

Beef 53 28 81 65%  4 31 35 11% 5.7 
Ravioli 43 35 78 55%  14 24 38 37% 1.5 
Cajun sauce* 19 11 30 63%  37 48 85 44% 1.5 
Pesto cream* 37 29 66 56%  19 30 49 39% 1.4 
California rolls* 21 14 35 60%  34 44 78 44% 1.4 
Mushrooms* 32 26 58 55%  24 31 55 44% 1.3 
Broccoli* 34 30 64 53%  22 29 51 43% 1.2 
Carrots* 34 30 64 53%  23 28 51 43% 1.2 
Potatoes* 39 41 80 49%  17 17 34 50% 1.0 

*Excludes 1 or more persons with indefinite history of consumption of that food. 
 
Source: Jani AA, Barrett E, Murphy J, Norton D, Novak C, Painter J, Toney D. A steamship full of trouble: an outbreak of Salmonella 
Typhimurium DT 104 gastroenteritis at a holiday banquet–Virginia, 2003. Presented at 53rd Annual Epidemic Intelligence Service 
Conference, April 19-23, 2004, Atlanta.   

 
Beef, which had the highest attack rate among those who ate it, the 
lowest attack rate among those who did not eat it, and could 
account for almost all (53 of 57) of the cases, was indeed the 
culprit. The data showing the relationship between an exposure and 
disease are often displayed in a two-by-two table. The following 
two-by-two table shows the data for beef and gastroenteritis. 
 

Table 6.8 Risk of Gastroenteritis By Consumption of Beef — Virginia, December 2003 

  Ill Not Ill Total Attack Rate (Risk) 

Ate beef? 
Ate be e f Yes 53 28 81 65.4% 

Ate be No 4 31 35 11.4% 

 Ate be Total 57 59 116 49.1% 

Risk ratio = 65.4 / 11.4 = 5.7 
Proportion of cases exposed = 53 / 57 = 93.0% 

Population attributable risk percent = (49.1 - 11.4) / 49.1 = 76.7%  

Source; Jani AA, Barrett E, Murphy J, Norton D, Novak C, Painter J, Toney D. A steamship full of trouble: an outbreak of Salmonella 
Typhimurium DT 104 gastroenteritis at a holiday banquet–Virginia, 2003. Presented at 53rd Annual Epidemic Intelligence Service 
Conference, April 19-23, 2004, Atlanta.  

 
The risk ratio is calculated as the ratio of the attack rates or risks, 
i.e., 65.4% divided by 11.4%, which equals 5.7. This risk ratio 
indicates that persons who ate the beef were 5.7 times more likely 
to become ill than those who did not eat the beef. 
 
Considering the third criterion listed earlier, notice that almost all 
(53 out of 57) of the cases could be accounted for by the beef. 
Some investigators use a more quantitative approach and calculate  
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Method for calculating 
population attributable risk 
percent:  

( ARP - ARU ) 

ARP 

ARP = Attack rate (risk) in 
total population 

ARU = Attack rate (risk) in 
unexposed group 

 

 

a population attributable risk percent for each food. The population 
attributable risk percent describes the proportion of illness in the 
entire study population that could be attributable to a given 
exposure, assuming that those who became ill in the unexposed 
group and a similar proportion in the exposed group must be 
attributable to something else. The population attributable risk 
percent may actually be an underestimate in many outbreaks, since 
it does not take into account such common occurrences as cross-
contamination of foods or sampling of a spouse’s dish. The 
population attributable risk percent for beef was 76.7% (see Table 
6.8), much higher than that for any other food. 
 
Statistical significance testing. When an exposure is found to have 
a relative risk different from 1.0, many investigators calculate a 
chi-square or other test of statistical significance to determine the 
likelihood of finding an association as large or larger on the basis 
of chance alone. A detailed description of statistical testing is 
beyond the scope of this lesson, but the following text presents 
some key features and formulas. 
 
To test an association for statistical significance, assume first that 
the exposure is not related to disease, i.e., the relative risk (RR) 
equals 1.0. This assumption is known as the null hypothesis. The 
alternative hypothesis, which will be adopted if the null 
hypothesis proves to be implausible, is that exposure is associated 
with disease. Next, compute a measure of association, such as a 
risk ratio or odds ratio. Then calculate a chi-square or other 
statistical test. This test indicates the probability of finding an 
association as strong as or stronger than the one you have observed 
if the null hypothesis were really true, that is, if in reality the 
exposure being tested was not related to the disease. This 
probability is called the p-value. A very small p-value means that 
the observed association occurs only rarely if the null hypothesis is 
true. If the p-value is smaller than some cutoff that has been 
specified in advance, commonly 0.05 or 5%, you discard or reject 
the null hypothesis in favor of the alternative hypothesis. 
 
Table 6.9 shows the standard notation for a two-by-two table. 

 
Table 6.9 Standard Notation of a Two-By-Two Table 

 Ill Well Total Attack Rate (Risk) 

Exposed a b a+b = H1 a / a+b 

Unexposed c d c+d = H0 c / c+d 

Total a+c=V1 b+d=V2 T V1 / T 
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One formula for the chi-square 
test: 

T(ad-bc)2 

H1 x H0 x V1 x V2 
 

 

The most common statistical test for data in a two-by-two table 
from an outbreak is the chi-square test. To apply this test, calculate 
the chi-square statistic, then look up its corresponding p-value in a 
table of chi-squares, such as Table 6.10. Since a two-by-two table 
has 1 degree of freedom, a chi-square larger than 3.84 corresponds 
to a p-value smaller than 0.05. This means that if you planned to 
reject the null hypothesis if the p-value is less than 0.05, you can 
do so if your value for chi-square is greater than 3.84. Recognize, 
however, that the chi-square and similar tests are guides to help 
you make a decision about a hypothesis. Whichever decision you 
make, you may be right or you may be wrong. You could calculate 
a p-value that is not less than 0.05 and consequently fail to reject 
the null hypothesis, which may turn out to be true. This often 
occurs when a study has relatively few people. The opposite can 
also occur — a p-value less than 0.05 can actually be a chance 
finding rather than the true explanation of the outbreak. 

 
Table 6.10 Table of Chi-Squares 

Degrees of 
Freedom 

Probability 
.50 .20 .10 .05 .02 .01 .001 

1 .455 1.642 2.706 3.841 5.412 6.635 10.827 
2 1.386 3.219 4.605 5.991 7.824 9.210 13.815 
3 2.366 4.642 6.251 7.815 9.837 11.345 16.268 
4 3.357 5.989 7.779 9.488 11.668 13.277 18.465 
5 4.351 7.289 9.236 11.070 13.388 15.086 20.517 
10 9.342 13.442 15.987 18.307 21.161 23.209 29.588 
15 14.339 19.311 22.307 24.996 28.259 30.578 37.697 
20 19.337 25.038 28.412 31.410 35.020 37.566 43.315 
25 24.337 30.675 34.382 37.652 41.566 44.314 52.620 
30 29.336 36.250 40.256 43.773 47.962 50.892 59.703 

  
Consider the gastroenteritis and beef consumption data presented 
in Table 6.8. The relative risk is 5.7, which most epidemiologists 
would deem a “strong” association between exposure and disease. 
In addition, the p-value is exceedingly small, less than 0.001, and 
far less than the commonly used cutoff of 0.05. So the 
investigators rejected the null hypothesis (that beef was not 
associated with illness) and adopted the alternative hypothesis (that 
beef was indeed associated with illness). In this outbreak, the 
association between eating beef at the banquet and gastroenteritis 
was both strong (RR=5.7) and statistically significant (p < 0.001).  
 
The chi-square test works well if the number of people in the study 
is greater than about 30. For smaller studies, a test called the Fisher 
Exact Test may be more appropriate. Because the Fisher Exact 
Test is tedious to calculate, let Epi Info or another computer 
program perform the calculations for you. 
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Confidence intervals. An alternative to calculating a p-value is 
calculating a confidence interval. A 95% confidence interval, the 
interval used most commonly by epidemiologists, corresponds to a 
p=0.05 cut-off. In non-technical terms, a confidence interval for a 
risk ratio is the range of values of the risk ratio consistent with the 
data in a study. A wide confidence interval indicates that the study 
is consistent with a wide range of values, i.e., the study is not very 
precise in describing the strength of the association (risk ratio) 
between exposure and disease. A narrow confidence interval 
indicates that the risk ratio is fairly precise. Consider again the 
gastroenteritis data in Table 6.8. The 95% confidence interval for 
the risk ratio of 5.7 ranged from 2.2 to 14.6. This confidence 
interval indicates that the study is consistent with risk ratios for the 
beef/gastroenteritis association in that range. 
 
Because a confidence interval provides more information than a p-
value does, many medical and epidemiologic journals now prefer 
confidence intervals to p-values. However, in the outbreak setting, 
the difference may be irrelevant. If the objective of an outbreak 
investigation is to identify the culprit such as a contaminated food, 
a relative risk and p-value may do just as well as a relative risk and 
confidence interval. 

Case-control studies 
A cohort study is feasible only when the population is well defined 
and can be followed over a period of time. However, in many 
outbreak settings, the population is not well defined and speed of 
investigation is important. In such settings, the case-control study 
becomes the study design of choice. 
 
In a case-control study, the investigator asks both case-patients and 
a comparison group of persons without disease (“controls”) about 
their exposures. Using the information about disease and exposure 
status, the investigator then calculates an odds ratio to quantify the 
relationship between exposure and disease. Finally, a p-value or 
confidence interval is calculated to assess statistical significance. 
 
Choosing controls. When designing a case-control study, one of 
the most important decisions is deciding who the controls should 
be. The controls must not have the disease being studied, but 
should represent the population in which the cases occurred. In 
other words, they should be similar to the cases except that they 
don’t have the disease. The controls provide the level of exposure 
you would expect to find among the case-patients if the null 
hypothesis were true. If exposure is much more common among 
the case-patients than among the controls, i.e., the observed 
exposure among case-patients is greater than expected exposure 
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provided by the controls, then exposure is said to be associated 
with illness. 
 
In practice, choosing who the most appropriate control group is 
may be quite difficult. In addition, investigators must consider 
logistical issues, such as how to contact potential controls, gain 
their cooperation, ensure that they are free of disease, and obtain 
appropriate exposure data from them. In a community outbreak, a 
random sample of the healthy population may, in theory, be the 
best control group. In practice, however, persons in a random 
sample may be difficult to contact and enroll. Nonetheless, many 
investigators attempt to enroll such “population-based” controls 
through dialing of random telephone numbers in the community or 
through a household survey. 
 
Other common control groups consist of: 

• Neighbors of case-patients, 
• Patients from the same physician practice or hospital who 

do not have the disease in question, 
• Friends of case-patients. 

 
While controls from these groups may be more likely to participate 
in the study than randomly identified population-based controls, 
they may not be as representative of the population. If the control 
group is systematically different from the case group in certain 
ways, a true association between exposure and disease may be 
missed or a spurious association may be observed between a non-
causal exposure and disease. A systematic difference between 
cases and controls that results in a mistaken estimate of the 
association between exposure and disease is called a bias. 
 
When designing a case-control study, you must consider a variety 
of other issues about controls, including how many to use. Sample 
size formulas are available to help you make this decision. In 
general, the more subjects (case-patients and controls) in a study, 
the easier it will be to find a statistically significant association. 
 
Often, the number of case-patients that can be enrolled in a study is 
limited by the size of the outbreak. For example, in a hospital, four 
or five cases may constitute an outbreak. Fortunately, potential 
controls are usually plentiful. In an outbreak of 50 or more cases, 
one control per case will usually suffice. In smaller outbreaks, you 
might use two, three, or four controls per case. Including more than 
four controls per case is rarely worth the effort in terms of 
increasing the statistical power of your investigation. 
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As an example, consider again the outbreak of Legionnaires’ 
disease that occurred in Louisiana described at the end of Step 6. 
Investigators enrolled 27 case-patients into a case-control study. 
They also enrolled two controls per case, a total of 54 controls. 
Using descriptive epidemiology, the investigators did not see any 
connection with the town’s various cooling towers. Using analytic 
epidemiology, the investigators determined quantitatively that 
case-patients and controls were about equally exposed to cooling 
towers. However, case-patients were far more likely to shop at a 
particular grocery store, as shown in the following two-by-two 
table.35 

 
Table 6.11 Exposure to Grocery Store A Among Cases and Controls, Legionellosis Outbreak — 
Louisiana, 1990 

 Cases Controls Total 

Exposed 25 28 53 

Unexposed 2 26 28 
 

Data Source: Mahoney FJ, Hoge CW, Farley TA, Barbaree JM, Breiman RF, Benson RF, McFarland LM. Communitywide outbreak of 
Legionnaires' disease associated with a grocery store mist machine. J Infect Dis 1992;165:736–9. 
 
 
 
 
 

 

Method for calculating the 
odds ratio: 

 

OR 

ad / bc 
 

 

Odds ratios. In most case-control studies, the population is not 
well defined, and the total number of people exposed (or 
unexposed) to a suspected vehicle or source is not known. Without 
a proper denominator, attack rates cannot be calculated. In the 
example above, since the investigators did not know how many 
community residents did or did not shop at Grocery Store A, they 
could not calculate attack rates or a risk ratio. For a case-control 
study, the measure of association of choice is the odds ratio. 
Fortunately, for a rare disease such as legionellosis and most other 
outbreak-associated diseases, the odds ratio from a case-control 
study approximates the relative risk that would have been found if 
a cohort study had been feasible. 
 
The odds ratio for Grocery Store A is calculated as: 
 

25 x 26 / 28 x 2 = 11.6 
 

An odds ratio of 11 is quite large, indicating that shopping at 
Grocery Store A was strongly associated with developing 
legionellosis. These data would seem to indicate that persons 
exposed to Grocery Store A had 11.6 times the odds of developing 
legionellosis than persons not exposed to that store. 
 
To test the statistical significance of this finding, a chi-square test 
can be computed using the formula shown earlier.  
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For Grocery Store A, the chi-square is: 
 
 = 81 x (25 x 26 – 28 x 2)2 

53 x 28 x 27 x 54 

 = 28,579,716 / 2,163,672 
 
 = 13.02 
 
Referring to Table 6.10, a chi-square of 13.02 corresponds to a p-
value less than 0.001. A p-value this small indicates that the null 
hypothesis is highly improbable, and the investigators rejected the 
null hypothesis. The 95% confidence interval ranged from 2.3 to 
78.7. Although this confidence interval is quite wide and includes a 
wide range of values compatible with the data in the study, it does 
not include the null hypothesis value of 1.0. 



Investigating an Outbreak 
 Page 6-48 

 

Exercise 6.7 
You are called to help investigate a cluster of 17 persons who developed 
brain cancer in an area over the past couple of years. Most, perhaps all, 
used cell phones. Which study design would you choose to investigate a 

possible association between cell phone use and brain cancer? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Check your answers on page 6-62 
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Exercise 6.8 
Investigators conducted a case-control study of histoplasmosis among 
industrial plant workers in Nebraska.41 The following table shows the 
number of case-patients and controls who worked in Building X, near a 

recently excavated site. 
 

 Cases Controls Total 

Building X 15 8 23 

Other Building  7 23 30 

Total 22 31 53 

 
 
1. What is the appropriate measure of association?  
 
 
 
 
2. Calculate this measure. 
 
 
 
 
 
3. The chi-square is 9.41, and the 95% confidence interval is 1.6–25.1. How would you 

interpret your results? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Check your answers on page 6-63 
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Exercise 6.9 
Consider the following data from an outbreak of gastroenteritis among 
college football players.42 At which meal do you think the critical exposure 
occurred? 

 
 
 

 Ate Meal  Did Not Eat Meal 
Meal #Ill (% Ill) Total  #Ill (% Ill) Total 

9/18 Breakfast 9 (90) 10  45 (46) 98 
9/18 Lunch 50 (62) 81  4 (15) 27 
9/18 Dinner 45 (52) 87  9 (43) 21 
9/18 Late dinner 34 (54) 63  20 (44) 45 
9/19 Breakfast 42 (49) 85  12 (52) 23 
9/19 Lunch 39 (51) 76  15 (47) 32 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Check your answers on page 6-63 
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Step 9: Reconsider, refine, and re-evaluate 
hypotheses 
Unfortunately, analytic studies sometimes are unrevealing. This is 
particularly true if the hypotheses were not well founded at the 
outset. It is an axiom of field epidemiology that if you cannot 
generate good hypotheses (for example, by talking to some case-
patients or local staff and examining the descriptive epidemiology 
and outliers), then proceeding to analytic epidemiology, such as a 
case-control study, is likely to be a waste of time. 
 
When analytic epidemiology is unrevealing, rethink your 
hypotheses. Consider convening a meeting of the case-patients to 
look for common links or visiting their homes to look at the 
products on their shelves. Consider new vehicles or modes of 
transmission. 
 
An investigation of an outbreak of Salmonella Muenchen in Ohio 
illustrates how a reexamination of hypotheses can be productive. In 
that investigation, a case-control study failed to implicate any 
plausible food source as a common vehicle. Interestingly, all case-
households but only 41% of control households included persons 
aged 15–35 years. The investigators thus began to consider 
vehicles of transmission to which young adults were commonly 
exposed. By asking about drug use in a second case-control study, 
the investigators implicated marijuana as the likely vehicle. 
Laboratory analysts subsequently isolated the outbreak strain of S. 
Muenchen from several samples of marijuana provided by case-
patients.43 
 
Even when an analytic study identifies an association between an 
exposure and disease, the hypothesis may need to be honed. For 
example, in the investigation of Legionnaires’ disease (Table 
6.11), what about Grocery Store A linked it to disease? The 
investigators asked case-patients and controls how much time they 
spent in the store and where they went in the store. Using the 
epidemiologic data, the investigators were able to implicate the 
ultrasonic mist machine that sprayed the fruits and vegetables. This 
association was confirmed in the laboratory, where the outbreak 
subtype of the Legionnaires’ disease bacillus was isolated from the 
water in the mist machine’s reservoir.35 
 
Sometimes a more specific control group is needed to test a more 
specific hypothesis. For example, in many hospital outbreaks, 
investigators use an initial study to narrow their focus. They then 
conduct a second study, with more closely matched controls, to 
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identify a more specific exposure or vehicle. In a large community 
outbreak of botulism in Illinois, investigators used three sequential 
case-control studies to identify the vehicle. In the first study, 
investigators compared exposures of case-patients and controls 
from the general public to implicate a restaurant. In a second study 
they compared restaurant exposures of case-patients and healthy 
restaurant patrons to identify a specific menu item, a meat and 
cheese sandwich. In a third study, investigators used radio 
broadcast appeals to identify healthy restaurant patrons who had 
eaten the implicated sandwich. Compared to case-patients who had 
also eaten the sandwich, controls were more likely to have avoided 
the onions that came with the sandwich. Type A Clostridium 
botulinum was then identified from a pan of leftover sautéed 
onions used to make only that particular sandwich.44 

 
Finally, recall that one reason to investigate outbreaks is research. 
An outbreak may provide an “experiment of nature” that would be 
unethical to set up deliberately but from which the scientific 
community can learn when it does happen to occur. For example, 
the outbreak of West Nile virus in Queens, New York, in 1999 was 
promptly investigated to determine the extent of the outbreak and 
risk factors for disease so appropriate control measures could be 
developed and implemented.45 However, capitalizing on this 
unfortunate “experiment of nature,” investigators continued to 
follow the patients to determine the persistence of IgM and the 
prognosis of patients up to two years after infection.46, 47 Thus, the 
investigations resulted not only in the development of appropriate 
control and prevention strategies, but also in increased knowledge 
about a health problem not previously seen or studied in the 
Western hemisphere. 
 
When an outbreak occurs, whether it is routine or unusual, 
consider what questions remain unanswered about that particular 
disease and what kind of study you might do in this setting to 
answer some of those questions. The circumstances may allow you 
to learn more about the disease, its modes of transmission, the 
characteristics of the agent, host factors, and the like. 

Step 10: Compare and reconcile w ith laboratory and 
environmental studies 
While epidemiology can implicate vehicles and guide appropriate 
public health action, laboratory evidence can confirm the findings. 
The laboratory was essential in both the outbreak of salmonellosis 
linked to marijuana and in the Legionellosis outbreak traced to the 
grocery store mist machine. You may recall that the investigation 
of pneumonia among attendees of an American Legion conference 
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in Philadelphia in 1976 that gave Legionnaires’ disease its name 
was not considered complete until a new organism was isolated in 
the laboratory some six months later.48  
 
Environmental studies are equally important in some settings. 
They are often helpful in explaining why an outbreak occurred. For 
example, in the investigation of the outbreak of E. coli O157:H7 
among visitors to a county fair, the epidemiologists were able to 
identify one very strong risk factor — consumption of beverages 
with ice purchased from a vendor in zone 6. Environmental 
inspection of the fairgrounds identified lack of chlorination of the 
well supplying water to that zone. Furthermore, the well was found 
to be close to the manure pits and a septic tank for the worker’s 
dormitory. Flourescein dye poured into the bathroom of the dorm 
found its way into the well water, revealing cross-contamination. 
Finally, laboratorians were able to culture E. coli from the well, the 
supply line, and the tap at zone 6.49 Thus the epidemiologic, 
environmental, and laboratory arms of the investigation 
complemented one another, and led to an inescapable conclusion 
that the well had been contaminated and was the source of the 
outbreak. 
 
While you may not be an expert in these other areas, you can help. 
Use a camera to photograph working or environmental conditions. 
Coordinate with the laboratory, and bring back physical evidence 
to be analyzed. 

Step 11: Implement control and prevention measures 
In most outbreak investigations, the primary goal is control of the 
outbreak and prevention of additional cases. Indeed, although 
implementing control and prevention measures is listed as Step 11 
in the conceptual sequence, in practice control and prevention 
activities should be implemented as early as possible. The health 
department’s first responsibility is to protect the public’s health, so 
if appropriate control measures are known and available, they 
should be initiated even before an epidemiologic investigation is 
launched. For example, a child with measles in a community with 
other susceptible children may prompt a vaccination campaign 
before an investigation of how that child became infected. 
 
Confidentiality is an important issue in implementing control 
measures. Healthcare workers need to be aware of the 
confidentiality issues relevant to collection, management and 
sharing of data. For example, in the treatment of tuberculosis (TB), 
the relationship between the patient and the healthcare worker is 
extremely important because of the serious consequences of 



 

Investigating an Outbreak 
 Page 6-54 

treatment failure. If patient information is disclosed to 
unauthorized persons without the patient’s permission, the patient 
may be stigmatized or experience rejection from family and 
friends, lose a job, or be evicted from housing. Moreover, the 
healthcare worker may lose the trust of the patient, which can 
affect adherence to TB treatment. Therefore, confidentiality — the 
responsibility to protect a patient’s private information — is 
critical in TB control and many other situations. 50 

 
In general, control measures are usually directed against one or 
more segments in the chain of transmission (agent, source, mode of 
transmission, portal of entry, or host) that are susceptible to 
intervention. For some diseases, the most appropriate intervention 
may be directed at controlling or eliminating the agent at its 
source. A patient with a communicable disease such as 
tuberculosis, whether symptomatic or asymptomatic, may be 
treated with antibiotics both to clear the infection and to reduce the 
risk of transmission to others. For an environmental toxin or 
infectious agent that resides in soil, the soil may be 
decontaminated or covered to prevent escape of the agent. 
 
Some interventions are aimed at blocking the mode of 
transmission. Interruption of direct transmission may be 
accomplished by isolation of someone with infection, or 
counseling persons to avoid the specific type of contact associated 
with transmission. Similarly, to control an outbreak of influenza-
like illness in a nursing home, affected residents could be 
cohorted, that is, put together in a separate area to prevent 
transmission to others. Vehicle borne transmission may be 
interrupted by elimination or decontamination of the vehicle. For 
example, contaminated foods should be discarded, and surgical 
equipment is routinely sterilized to prevent transmission. Efforts to 
prevent fecal-oral transmission often focus on rearranging the 
environment to reduce the risk of contamination in the future and 
on changing behaviors, such as promoting hand washing. For 
airborne diseases, strategies may be directed at modifying 
ventilation or air pressure, and filtering or treating the air. To 
interrupt vector borne transmission, measures may be directed 
toward controlling the vector population, such as spraying to 
reduce the mosquito population that may carry West Nile virus. 
 
Some simple and effective strategies protect portals of entry. For 
example, bed nets are used to protect sleeping persons from being 
bitten by mosquitoes that may transmit malaria. A dentist’s mask 
and gloves are intended to protect the dentist from a patient’s 
blood, secretions, and droplets, as well to protect the patient from 
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the dentist. Wearing of long pants and sleeves and use of insect 
repellent are recommended to reduce the risk of Lyme disease and 
West Nile virus infection.  
 
Some interventions aim to increase a host’s defenses. Vaccinations 
promote development of specific antibodies that protect against 
infection. Similarly, prophylactic use of antimalarial drugs, 
recommended for visitors to malaria-endemic areas, does not 
prevent exposure through mosquito bites but does prevent infection 
from taking root. 

Step 12: Init iate or maintain surveillance 
Once control and prevention measures have been implemented, 
they must continue to be monitored. If surveillance has not been 
ongoing, now is the time to initiate active surveillance. If active 
surveillance was initiated as part of case finding efforts, it should 
be continued. The reasons for conducting active surveillance at this 
time are twofold. First, you must continue to monitor the situation 
and determine whether the prevention and control measures are 
working. Is the number of new cases slowing down or, better yet, 
stopping? Or are new cases continuing to occur? If so, where are 
the new cases? Are they occurring throughout the area, indicating 
that the interventions are generally ineffective, or are they 
occurring only in pockets, indicating that the interventions may be 
effective but that some areas were missed? 
 
Second, you need to know whether the outbreak has spread outside 
its original area or the area where the interventions were targeted. 
If so, effective disease control and prevention measures must be 
implemented in these new areas. 

Step 13: Communicate findings 
As noted in Step 1, development of a communications plan and 
communicating with those who need to know during the 
investigation is critical. The final task is to summarize the 
investigation, its findings, and its outcome in a report, and to 
communicate this report in an effective manner. This 
communication usually takes two forms:  

• An oral briefing for local authorities. If the field 
investigator is responsible for the epidemiology but not 
disease control, then the oral briefing should be attended by 
the local health authorities and persons responsible for 
implementing control and prevention measures. Often these 
persons are not epidemiologists, so findings must be 
presented in clear and convincing fashion with appropriate 
and justifiable recommendations for action. This 
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presentation is an opportunity for the investigators to 
describe what they did, what they found, and what they  

 

 

think should be done about it. They should present their 
findings in a scientifically objective fashion, and they 
should be able to defend their conclusions and 
recommendations. 

• A written report. Investigators should also prepare a 
written report that follows the usual scientific format of 
introduction, background, methods, results, discussion, and 
recommendations. By formally presenting 
recommendations, the report provides a blueprint for action. 
It also serves as a record of performance and a document for 
potential legal issues. It serves as a reference if the health 
department encounters a similar situation in the future. 
Finally, a report that finds its way into the public health 
literature serves the broader purpose of contributing to the 
knowledge base of epidemiology and public health. 

 
In recent years, the public has become more aware of and 
interested in public health. In response, health departments have 
made great strides in attempting to keep the public informed. Many 
health departments strive to communicate directly with the public, 
usually through the media, both during an investigation and when 
the investigation is concluded. 

 

 

Epi-X is the CDC’s Web-
based communications 
solution for public health 
professionals. Through 
Epi-X, CDC officials, state 
and local health 
departments, poison 
control centers, and other 
public health professionals 
can access and share 
preliminary health 
surveillance information 
quickly and securely. Users 
can also be actively 
notified of breaking health 
events as they occur. Key 
features of Epi-X include: 
• Scientific and editorial 

support 
• Controlled user access  
• Digital credentials and 

authentication 
• Rapid outbreak 

reporting 
• Peer-to-peer 

consultation. 
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Summary 
Outbreaks occur frequently. Not every outbreak comes to light, but of those that do, public health 
agencies must decide whether to handle them without leaving the office, or spend the time, 
energy, and resources to conduct field investigations. The most important reason to investigate is 
to learn enough about the situation to implement appropriate control and prevention measures. 
Other reasons include taking the opportunity to advance knowledge about the disease, agent, risk 
factors, interventions and other scientific issues; responding to public, political, or legal 
concerns; evaluating a health program’s effectiveness and weaknesses; and to provide training. 
 
Outbreaks are almost always unexpected events. Sometimes they are the subject of media 
attention and public concern, so investigators feel pressured to work quickly to find answers. 
When multiple agencies are involved, coordination and communication become even more 
essential but are more complicated than usual. Often the investigation takes place in the field, far 
from the conveniences and routines one counts on in the office. Under these circumstances, it is 
essential to have a systematic plan for conducting the investigation. 
 
The steps listed in Table 6.2 comprise one such plan. Note that the order of the steps is 
conceptual, and investigators may decide that a different order is best suited for any given 
outbreak. To summarize, these are the steps of an outbreak investigation: 

• Planning for field work, establishing the existence of an outbreak, and verifying the 
diagnosis are usually the first steps, sometimes done in that order, sometimes done in 
reverse order, sometimes done simultaneously. (Steps 1–3) 

• After the diagnosis has been confirmed investigators create a workable case definition, 
then go out and look for additional cases. Information about these cases is organized either 
in a line listing or in a computer database that allows staffers to check for duplicate 
records, update records as additional information comes in, and perform descriptive 
epidemiology. (Steps 4-6) 

• Descriptive epidemiology — organizing the data by time, place, and person — is essential 
for characterizing the outbreak, identifying populations at risk, developing hypotheses 
about risk factors, and targeting control/prevention strategies. An epidemic curve — a 
histogram of number of cases by time of onset of illness — provides a handy visual 
display of the outbreak’s magnitude and time trend. (Step 6) 

• Hypotheses, based on what is known about the disease, descriptive epidemiology, and 
what others have postulated, must be developed before conducting any kind of 
epidemiologic study (what are you going to study if you don’t know what you are looking 
for?). (Step 7) 

• While not every outbreak requires an analytic study, those that do are usually addressed 
by either a cohort study or a case-control study. Both types of study attempt to identify 
associations between exposures (risk factors or causes) and the disease of interest. In a 
cohort study, best suited for an outbreak in a well-defined population such as guests at a 
wedding, investigators usually attempt to enroll everyone, determine exposures and 
outcomes, calculate attack rates, and compare attack rates with a risk ratio or relative risk 
to identify associations. In a case-control study, which is well suited for outbreaks without 
a well-defined population, investigators usually enroll all of the case-patients plus a 
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sample of persons who did not get ill, then ask about exposures and compute an odds ratio 
to look for associations. (Step 8) 

• If needed, hypotheses can be refined and re-evaluated. In many investigations, while the 
epidemiologists are conducting their epidemiologic investigations, environmental health 
specialists and laboratorians are conducting studies and tests of their own. Ideally, this 
multidisciplinary approach points to a single conclusion. (Steps 9 and 10) 

• While implementing control and prevention measures is listed as Step 11, it is the primary 
goal of most outbreak investigations and usually occurs early in the investigation. Such 
measures can be implemented as soon as any link in the chain of disease transmission that 
is susceptible to intervention can be identified. If the source and mode of transmission is 
known, disease control measures need not wait. However, there is no guarantee that these 
measures will work, so continued surveillance is essential. (Steps 11 and 12) 

• Finally, communicating what was found and what should be or was done in a written 
report provides key public health, scientific, and legal documentation. (Step 13) 
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Exercise Answers 
 
 
 
 

Exercise 6.1 
Nine cases of cancer in a community represents a cluster — a group of cases in a given area over 
a particular period of time that seems to be unusual, although we do not actually know the size of 
the community, the background rate of cancer, and the number of cases that might be expected. 
Nonetheless, either the health department or the community or both is concerned enough to raise 
the issue. Under these circumstances, an investigation may be justified for several reasons. 
 
1. Because the number of expected cases is not known (or at least not stated), one reason to 

investigate is to determine how many cases to expect in the community. In a large 
community, nine cases of a common cancer (for example, lung, breast, or colon cancer) 
would not be unusual. If the particular cancer is a rare type, nine cases even in a large 
community may be unusual. And in a very small community, nine cases of even a common 
cancer may be unusual.  

 
2. If the number of cancer cases turns out to be high for that community, public health officials 

might choose to investigate further. They may have a research agenda — perhaps they can 
identify a new risk factor (workers exposed to a particular chemical) or predisposition 
(persons with a particular genetic trait) for the cancer. 

 
3. Control and prevention may be the justification for additional investigation. If modifiable 

risk factors are known or identified, control and prevention measures can be developed. 
Alternatively, if the cancer is one that can treated successfully if found early, and a screening 
test is available, then investigation might focus on why these persons died from a treatable 
disease. If, for example, the nine cases were cancers of the cervix (detectable by Pap smear 
and generally nonfatal if identified and treated early), a study might identify: a) lack of 
access to healthcare; b) physicians not following the recommendations to screen women at 
appropriate intervals; and/or c) laboratory error in reading or reporting the test results. 
Measures to correct these problems, such as public screening clinics, physician education, 
and laboratory quality assurance, could then be developed. 

 
4. If new staff need to gain experience in conducting cluster investigations, training might be a 

justification for investigating these cases. More commonly, cancer clusters generate public 
concern, which, in turn, often results in political pressure. Perhaps one of the affected persons 
is a member of the mayor’s family. A health department needs to be responsive to such 
concerns, and should investigate enough to address the concerns with facts. Finally, legal 
concerns may prompt an investigation, especially if a particular site (manufacturing plant, 
houses built on an old dump site, etc.) is accused of causing the cancers. 
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Exercise 6.2 
First, you should check the dates of onset rather than dates of report. The 12 reports could 
represent 12 recent cases, but could represent 12 cases scattered in time that were sent in as a 
batch. 
 
However, assuming that all 12 reports of tuberculosis and the 12 of West Nile virus infection 
represent recent cases in a single county, both situations could be called clusters (several new 
cases seen in a particular area during a relatively brief period of time). Classifying the cases as an 
outbreak depends on whether the 12 cases exceed the usual number of cases reported in August 
in that county. 
 
Tuberculosis does not have a striking seasonal distribution. The number of cases during August 
could be compared with: a) the numbers reported during the preceding several months; and b) 
the numbers reported during August of the preceding few years. 
 
West Nile virus infection is a highly seasonal disease that peaks during August-September-
October. As a result, the number of cases in August is expected to be higher than the numbers 
reported during the preceding several months. To determine whether the number of cases 
reported in August is greater than expected, the number must be compared with the numbers 
reported during August of the preceding few years. 
 

Exercise 6.3 
Initial Case Definition  
Patient 1:  No, eosinophil count < 2,000 

cells/mm3 
Patient 2:  Yes 
Patient 3:  Yes 
Patient 4:  Yes 
Patient 5:  Yes 
Patient 6:  No, eosinophil count < 2,000 

cells/mm3 
Patient 7:  No, other known cancer of 

eosinophilia 

Revised Case Definition  
Patient 1: No, eosinophil count < 1,000 

cells/mm3 and myalgias not 
severe 

Patient 2: Yes 
Patient 3: Yes 
Patient 4: No, myalgias not severe 
Patient 5: Yes 
Patient 6:  Yes 
Patient 7:  No, other known cancer of 

eosinophilia
 
This illustrates that a case definition is a method for deciding whether to classify someone as 
having the disease of interest or not, not whether they actually do or do not have the disease. 
Patients 1 and 4 may have mild cases, and Patient 7 may have leukemia and eosinophilia-
myalgia syndrome, but are classified as non-cases under the revised definition. 
 

Exercise 6.4 
A case definition is a set of standard criteria for determining whether an individual should be 
categorized as having a particular disease or health-related condition. For an outbreak, a case 
definition consists of clinical criteria and specification of time, place, and person. A case 
definition can have degrees of certainty, e.g., suspect case (usually based on clinical and 
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sometimes epidemiologic criteria) versus confirmed case (based on laboratory confirmation). 
 
The outbreak appeared to be limited to students (no adults reported illness), but included both 
tour groups. Some students had severe abdominal pain and diarrhea and stool cultures positive 
for E. coli O157. Clearly these should be counted as case-patients. Some students had the same 
symptoms but negative cultures. Should they be counted as case-patients? Still others had the 
same symptoms but no stool testing. Should they be counted as case-patients? Finally, two 
students had single bouts of diarrhea, but no abdominal pain and negative cultures. 
 
No one case definition is the absolutely correct case definition. One investigator could decide to 
include those with symptoms but without testing as suspect or probable cases, while another 
investigator could exclude them. Similarly, one investigator might put a great deal of faith in the 
stool culture and exclude those who tested negative, regardless of the presence of compatible 
symptoms, while another investigator might allow that some stool cultures could be “false 
negatives” (test negative even though the person actually has the infection) and include them in a 
suspect or probable or possible category. The two students with single bouts of diarrhea but no 
abdominal pain and negative cultures seem least likely to have true cases of E. coli infection. 
 
Similarly, the beginning time limit could be set on December 2, the date that Tour A departed, or 
could be set later, to account for the minimum incubation period. 
 
So, one case definition might be: 

PERSON: Any tenth-grade student who went on either tour 
PLACE: Limited to students at city high schools 
TIME: Onset since December 2? 3? 4? 
CLINICAL: Confirmed stool sample positive for E. coli O157:H7, regardless of 

symptoms 
SUSPECT: Self-reported severe abdominal pain and diarrhea >2 episodes/day, with 

stool culture not done; or self-reported abdominal pain and diarrhea >2 
episodes/day and stool culture negative 

 

Exercise 6.5  

ID # Age Sex Race Disease Date of Onset Lab Results 
Signs, 

Symptoms Physician 
1 46 M W  Lyme disease 8/1/2006 WB IgM+ EM,Fat,S,C Snow 
2 56 F W Lyme disease 8/2/2006 WB IgM+,  

WB IgG+ 
EM,A,Fat,S,Fev Farr 

3 40 F W Lyme disease 8/17/2006 WB IgM+, 
 WB IgG+ 

EM Howard 

4 53 M B Lyme disease 9/18/2006 WB IgM+,  
WB IgG- 

EM Fine  

5 45 M W Lyme disease mid-May 2006 WB IgG+ A,Arthral, 
HA,Fat,S,C 

Howard 

6 13 M B  Lyme disease 2005   A,Arthral,Fat Steere 

A = arthritis 
Arthral = arthralgias 

C = chills 
EM = erythema migrans 

Fat = fatigue 
Fev = fever  

HA = headache 
S = sweats
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Exercise 6.6 
1.  

 
 

2. The date of onset of the earliest case was June 28. Subtracting the minimum incubation 
period (7 days) from June 28 points to June 21. The median and modal date of onset was 
June 29. Subtracting the average (say, 12 days) from June 29 points to June 17. So the most 
likely exposure period was sometime around June 17 through June 21, give or take a day or 
two on either side. Indeed, the investigators determined that exposure most likely occurred 
on June 19, when all ill persons either actively participated in or were nearby the sifting of 
dirt that probably harbored the organism.  

 

Exercise 6.7 
Cell phones are quite popular. Noting that most if not all of the 17 patients had used cell phones 
does not indicate that cell phones are the cause of brain cancer. An epidemiologic study that 
compares the exposure experience of the case-patients with the exposure experience of persons 
without brain cancer is necessary. A case-control study is the design of choice, since 17 persons 
with the disease of interest have already been identified. 
 
As many as possible of the 17 persons with brain cancer should be enrolled in the case-control 
study as the case group. A group of persons without brain cancer need to be identified and 
enrolled as the control group. Whom would you enroll as controls? Remember that controls are 
supposed to represent the general exposure experience in the population from which the case-
patients came. Controls could come from the same community (randomly selected telephone 
numbers, neighbors, friends) or the same healthcare providers (e.g., patients treated by the same 
neurologist but who do not have brain cancer). Once case-patients and controls are identified and 
enrolled, each would be questioned about exposure to cell phones. Finally, the exposure 
experience of case-patients and controls would be compared to determine whether case-patients 
were more likely to use cell phones, or use particular types of phones, or used them more 
frequently, or for longer cumulative time, etc. 
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The alternative to a case-control study is a cohort study. For a cohort study you would have to 
enroll a group of cell phone users (“exposed group”) and a group of persons who do not use cell 
phones (“unexposed group”). You would then have to determine how many in each group 
develop brain cancer. Since brain cancer is a relatively rare event, you would need rather large 
groups in order to have enough brain cancer cases for the study to be useful. Therefore, a cohort 
study is less practical than a case-control study in this setting. 
 

Exercise 6.8 
1. The appropriate measure of association for a case-control study is the odds ratio.  
 
2. The odds ratio is calculated as the cross-product ratio: ad / bc. 

Odds ratio = 15 x 23 / 8 x 7 = 6.16 = 6.2 
 
3. With a chi-square of 9.41 and a 95% confidence interval of 1.6–25.1, this study shows a very 

strong (odds ratio = 6.2) association between histoplasmosis and working in Building X. This 
finding is quite statistically significant (chi-square = 9.41 corresponds to a p-value between 
0.01 and 0.001). And although the 95% confidence interval indicates that the study is 
compatible with a seemingly relatively wide range of values (1.6–25.1), most of these values 
indicate a strong if not stronger association than the one observed. 

 

Exercise 6.9 
The first step in answering this question is to compare the attack rates (% ill) among those who 
ate the meal and those who did not eat the meal. Since the % ill is a measure of risk of illness, 
you could calculate a risk ratio for each meal. 
 

Date Risk Ratio 
9/18  Breakfast 90% vs. 46%  = 2.0 
9/18  Lunch 62% vs. 15%  = 4.1 
9/18  Dinner 52% vs. 43%  = 1.2 
9/18  Late dinner 54% vs. 44%  = 1.2 
9/19  Breakfast 49% vs. 52%  = 0.9 
9/19  Lunch 51% vs. 47%  = 1.1 

 
Clearly, the September 18 lunch has the highest risk ratio. It has a relatively high attack rate 
(though not the highest) among those who ate the meal, and the lowest attack rate among those 
who did not eat the meal. Furthermore, almost all of the cases (50 out of 54) could be “accounted 
for” by that lunch. 
 
In contrast, although the September 18 breakfast has a high attack rate among those who ate that 
meal, it has a relatively high attack rate among those who did not eat that breakfast, and most 
importantly, it can only account for one-sixth (9 out of 54) of the cases. Perhaps the September 
18 breakfast was a minor contributor, but most of the illness probably resulted from exposure 
that occurred at the September 18 lunch. 
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SELF-ASSESSMENT QUIZ 
Now that you have read Lesson 6 and have completed the exercises, you 
should be ready to take the self-assessment quiz. This quiz is designed to 
help you assess how well you have learned the content of this lesson. You 
may refer to the lesson text whenever you are unsure of the answer.  
 

Unless instructed otherwise, choose ALL correct answers for each question. 
 
1. Which are the most common ways that a local health department uncovers outbreaks? 

A. Performing descriptive analysis of surveillance data each week 
B. Performing time series analysis to detect deviations from expected values based on 

the previous few weeks and comparable periods during the previous few years 
C. Receiving calls from affected residents 
D. Receiving calls from healthcare providers 
E. Reviewing all case reports received each week to detect common features 

 
2. Factors that influence a health department’s decision whether or not to conduct a field 

investigation in response to one or more cases of disease include: 
A. The nature of the disease 
B. The number of cases 
C. Resources available 
D. Health department’s traditional attitude toward conducting field investigations 

 
3. If a particular outbreak presents an unusual opportunity to learn more about the disease 

and its epidemiology by conducting a study, but early disease control measures would 
interfere with the study, one should conduct the study quickly, then implement control 
measures immediately afterwards. 
A. True 
B. False 

 
4. Use the following choices for Questions 14a–c. 

A. Disease control and prevention efforts take priority over investigation efforts 
B. Investigation efforts take priority over disease control and prevention efforts 
 
4a. _____ Outbreak with known causative agent, source, and mode of transmission 
 
4b. _____ Outbreak with known causative agent, but unknown source and mode of 

transmission 
 
4c. _____ Outbreak with unknown causative agent, source, and mode of transmission 
 
 



 

Investigating an Outbreak 
 Page 6-65 

5. Use the following steps of an outbreak investigation for Question 5: 
1. Analyze data by time, place, and person 
2. Conduct a case-control study 
3. Generate hypotheses 
4. Conduct active surveillance for additional cases 
5. Verify the diagnosis 
6. Confirm that the number of cases exceeds the expected number 
7. Talk with laboratorians about specimen collection 

 

For an investigation of an outbreak, what is the logical conceptual order of the steps listed 
above? 
A. 1-2-3-4-5-6-7 
B. 5-6-4-1-2-3-7 
C. 6-5-3-1-2-7-4 
D. 6-5-7-4-1-3-2 

 

6. To avoid skipping a critical step, investigators should conduct the steps of an outbreak 
investigation in the precise order you answered in Question 5. 
A. True 
B. False 

 

7. Use the following choices for Questions 7a–c. 
A. Cluster 
B. Epidemic 
C. Outbreak 

 

7a. _____ 200 cases of Marburg virus infection in several districts in Angola over 
several months (usually none) 

 
7b. _____ 40 cases of Salmonella Enteritidis in 1 week traced to a single meal served 

at a cafeteria (usually none) 
 
7c. _____ 10 cases of cancer diagnosed over 2 years among residents of a single 

neighborhood (previous data not available) 
 

8. Why should an investigator who has no clinical background nonetheless talk to a patient 
or two as an early step in the outbreak investigation?  
A. To advise the patient about common risk factors and the usual course of the illness, 

after reviewing such information in appropriate reference material 
B. To develop hypotheses about the cause of the outbreak 
C. To learn more about the clinical manifestations of the disease 
D. To verify the clinical findings as part of verifying the diagnosis 
E. To verify the laboratory findings as part of verifying the diagnosis 

 

9. A case definition during an outbreak investigation should specify:  
A. Clinical features 
B. Time 
C. Place 
D. Person 
E. Hypothesized exposure 
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15. Use the following epi curves as choices for Questions 15a–c. 
 

  
 

  
 
 
Match the epi curve with the outbreak description. 
 
15a._____ A malfunctioning space heater was used each time the outside temperature 

dropped below freezing 
 
15b._____ At the Eclipse Restaurant, sodium nitrite was mistaken for table salt in the 

preparation of breakfast one morning only 
 
15c._____ Common cold passed from classmate to classmate 
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16. Use the following epidemic curve for Question 16. 

 
 

A group of tourists on a weeklong bus tour of a European country experienced an 
outbreak of norovirus. The group had followed a consistent meal time pattern: each 
morning they had breakfast together in whichever hotel they had stayed from 6:00 a.m. 
to 7:00 a.m., stopped for lunch from 1:00 p.m. to 2:00 p.m., then had dinner together 
either at the next hotel or at a restaurant at about 7:00 p.m. The incubation period for 
norovirus is about 24-48 hours, with a median of about 33 hours. On which day and at 
which meal was exposure most likely?  

 

A. April 19 Dinner 
B. April 20 Breakfast 
C. April 20 Lunch 
D. April 20 Dinner 
E. April 21 Breakfast 

 
17. Possible explanations for a case that occurs substantially later than the other cases in an 

outbreak include:  
A. Similar but unrelated disease 
B. Secondary case 
C. Case with unusually long incubation period 
D. Time of exposure later than others 
E. Error in recording date 

 
18. A spot map is particularly useful for displaying:  

A. Geographic location of exposure of each case-patient 
B. Residence of each case-patient 
C. Incidence rate of disease by area 
D. Prevalence rate of disease by area 

 
19. Which of the following may be useful in generating hypotheses in an outbreak setting?  

A. Review the literature 
B. Look at the descriptive epidemiology 
C. Look at the outliers 
D. Talk with the local health authorities 
E. Talk with a few of the case-patients 
F. Talk with subject matter experts 
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20. The key feature of an analytic (epidemiologic) study is: (Select only one answer) 

A. Analysis by time, place, and person 
B. Calculation of a risk ratio or odds ratio 
C. Use of Epi Info to analyze the data 
D. Presence of a comparison group 

 
21. Disease control measures can be directed at the:  

A. Agent 
B. Source 
C. Mode of transmission 
D. Portal of entry 
E. Host susceptibility 

 
 
Use the information in the following paragraph and data in the table for Questions 22–25. 
 
An outbreak of gastrointestinal disease occurred 24-36 hours after people had attended a 
wedding. Of the 203 attendees (including the bride and groom), 200 completed questionnaires, 
and 50 reported illness compatible with the case definition. Tabulated food consumption 
histories are presented in the table below. 
 

 Ate Specified Food  Did Not Eat Specified Food 

Food Item  Ill  Well  Total  Ill Well Total 

Punch 46 (25%) 138 184  4 (25%) 12 16 

Wedding Cake 45 (45%) 55 100  5 (5%) 95 100 

Sushi 10 (91%) 1 11  40 (21%) 149 189 

 
22. This study is an example of a retrospective cohort study. 

A. True 
B. False 

 
23. The most appropriate measure of association for these data is the: 

A. Attributable risk percent 
B. Chi-square 
C. Odds ratio 
D. Risk ratio 

 
24. Which food is the most likely culprit? 

A. Punch 
B. Wedding cake 
C. Sushi 
D. Can’t determine from the data presented. 
E. Must be more than one food. 
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25. Results of this outbreak investigation should be communicated to:  
A. The caterer 
B. Local officials 
C. Wedding party family and attendees 
D. World Health Organization 
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Answers to Self-Assessment Quiz  
1. C, D. Most outbreaks come to the attention of health authorities because an alert clinician or 

a concerned case-patient (or parent of a case-patient) calls. The other methods listed 
occasionally detect outbreaks, but less frequently. 

 
2. A, B, C, D. Factors influencing a health department’s decision to conduct a field investigation 

include some related to the health problem itself (e.g., severity of illness, number of cases, 
availability of prevention / control measures), some relate to the health department (e.g., 
“corporate culture” for conducting field investigations versus handling it by telephone, 
available staff and resources), and some relate to external concerns (e.g., public or political 
pressure). 

 
 3. B (False). The most important public health reason for investigating an outbreak is disease 

control and prevention. Protecting and promoting the public’s health is our primary mission, 
even if it interferes with our ability to conduct research.  

 
4a. A. As in Answer 3, our primary mission is to protect the public’s health, so disease control 

and prevention measures should take priority whenever possible. Because disease 
prevention and control measures are often aimed at interrupting transmission, such 
measures can be implemented if the source and mode of transmission are known. 

 
4b. B. If the agent is known but the source and mode of transmission are not known (example: 

Salmonella eventually traced to marijuana), then the health department does not know how 
to target its intervention. Investigation to learn the source and/or mode is necessary. 

 
4c. B. As in Answer 4b, If the agent, source, and mode of transmission are not known 

(examples: Legionnaires’ Disease in Philadelphia in 1976; Kawasaki Syndrome — if it turns 
out to be an infectious disease), then the health department does not know how to target 
its intervention. Investigation to learn the source and/or mode is necessary. 

 
5. D. Early steps include confirming that the number of cases exceeds the expected number, 

verifying the diagnosis, and preparing for field work (which includes talking with 
laboratorians about specimen collection). Next steps include conducting surveillance to 
identify additional cases; analyzing the data by time, place, and person; generating 
hypotheses; and evaluating those hypotheses (for example, by conducting a case-control 
study). 

 
6. B (False). The order presented in this text is conceptual. In practice, the order can be 

different. For example, preparing for field work often follows establishing the existence of 
an outbreak and verifying the diagnosis. When possible, control measures are initiated at 
the same time the field investigation begins, or even earlier. 

 
7a. B. Epidemic, the occurrence of more cases of disease than expected in a given area or 

among a specific group of people over a particular period of time, tends to refer to more 
widespread occurrence than outbreak. 

 
7b. C. Outbreak tends to be used for an increase that is localized. 
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7c. A. Cluster is an aggregation of cases in a given area over a particular period of time that 
seems unusual or suspicious, but often the usual or expected number of cases is not 
known. 

 
8. B, C. Even an investigator without a clinical background should, if possible, see and talk to a 

patient or two to gain a better understanding of the clinical features of the disease (needed 
for developing a case definition) and to generate hypotheses by asking about possible 
exposures. 

 
9. A, B, C, D. A case definition for an outbreak should specify clinical criteria as well as 

appropriate time, place, and person characteristics. The case definition should NOT include 
the hypothesized exposure of interest. First, the hypothesized exposure may not turn out to 
be the true exposure, so inclusion of the hypothesized exposure as part of the case 
definition during the case-finding step may result in missed cases. Second, during the 
analytic step, disease status and exposure must be determined independently to avoid bias. 
Including exposure as part of the case definition means that all cases will, by definition, be 
exposed, while only some of the controls will likely be exposed. As a result, the exposure 
will appear to be associated with disease, not necessarily because it is the true exposure, 
but because of the case definition. 

 
10. A (True). A case definition is a decision making tool. It provides criteria for classifying illness 

as a “case” or “not a case.” However, few case definitions are 100% accurate, because 
people with mild or atypical or asymptomatic disease are likely to be missed, and people 
with similar but not the same disease may be included. Even a case definition that requires 
a laboratory test is not 100% perfect, because laboratory tests themselves are not perfect. 

 
11. B (False). On the one hand, case definitions need to be applied consistently, so that 

everyone involved in an investigation defines a case in the same way. On the other hand, 
case definitions can change during the course of an outbreak. For example, for case finding 
purposes, a case definition might include categories such as confirmed, probable, and 
possible, to try to include as many cases as possible. Later on, in the analytic phase, the 
case definition may be restricted to the confirmed cases. As another example, a case 
definition may initially be restricted to a particular community. If the outbreak spreads 
beyond that geographic area, the “place” component of the case definition also would need 
to be expanded. 

 
12. A, B, C, D. To identify additional cases as part of an outbreak investigation, health 

department staff contact (by telephone, broadcast fax, or e-mail) physicians’ offices, clinics, 
hospitals, and laboratories. Depending on the affected age group, staff might also contact 
day care centers, schools, employers, or nursing homes. Sometimes a press release is 
issued to local media outlets that inform the public and suggest that persons with particular 
symptoms or exposures contact their healthcare providers or health department. In 
addition, health department staff routinely interview case-patients and ask whether they 
know any persons with the same exposure, if known, or with the same illness. 

 
13. A, B, C, D, E. A data collection form for an outbreak investigation should include patient 

identifying information (e.g., name, telephone number), demographic information (e.g., 
age, sex), clinical information (e.g., date of onset, laboratory confirmation, whether 
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hospitalized), risk factor information (disease-specific, e.g., attended sports banquet 
(yes/no), previously vaccinated?), and information about who collected the data (e.g., 
interviewer or abstracter initials, date of collection). 

 
14. B (False). Descriptive epidemiology is essential not only for characterizing the pattern and 

distribution of the outbreak, but also for generating testable hypotheses about the source, 
mode of transmission, and risk factors for illness. Two of the suggested ways for generating 
hypotheses are to review the descriptive epidemiology, particularly (1) the overall pattern of 
cases and develop hypotheses about what they have in common, and (2) the outliers to 
determine how they might be linked to the other cases. These hypotheses, in turn, are the 
ones that are tested using analytic epidemiology. 

 
15a. C. This scenario represents an intermittent exposure. The resulting epidemic curve has 

cases that appear to be occurring sporadically, but in fact occur when the malfunctioning 
heater is turned on at irregular intervals. 

 
15b. A. This scenario represents a point source exposure. The epidemic curve has a single 

peak, and all cases occur during a single incubation period. 
 
15c. D. This scenario represents person-to-person transmission. The epidemic curve has a 

succession of “waves” of cases. 
 
16 D. Subtracting 24 hours (the minimum incubation period) from the time of onset of the first 

case puts you in the April 20 Dinner interval. Subtracting 33 hours from the median case 
(which occurred in the 4-8 AM interval) on April 22), puts you in the April 20 4-7 pm 
interval, near both lunch and dinner that day. While the minimum method points to dinner 
on April 20, thorough investigators would probably investigate possible exposures at lunch 
that day, too. 

 
17. A, B, C, D, E. A late case on an epidemic curve has several possible explanations, including 

a case of a similar but unrelated disease, a secondary case (assuming it occurs one 
incubation period after another case), a case with an unusually long incubation period, a 
case that resulted from exposure at a different time (for example, someone who ate 
leftovers the next day), or an error in recall or in recording the date. 

 
18. A, B. A spot map is useful for pinpointing the geographic location of exposures, residences, 

employment sites, and the like. The spots represent occurrences, either of exposure or 
disease. Spot maps are not used to display rates. Rather, area maps (also called shaded or 
chloropleth maps) are used to display incidence and prevalence rates. 

 
19. A, B, C, D, E, F. Hypotheses can be generated in a variety of ways. One way is based on 

subject matter knowledge derived by reviewing the literature or talking with experts – what 
are the usual causes, sources, vehicles, or modes of transmission? Other ways include 
reviewing the overall pattern and the outliers from the descriptive epidemiology, by asking 
case-patients if they have any suspicions about the cause of their illness, and by asking the 
same question of local authorities (if you are from out of town). 

 
20. D. The key feature that characterizes an analytic (epidemiologic) study is presence of a 

comparison group. Single case reports and case series do not have comparison groups and 
are not analytic studies. Cohort studies (compares disease experience among exposed and 
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unexposed groups) and case-control studies (compares exposure experience among persons 
with and without disease) have comparison groups and are analytic studies. 

 
21. A, B, C, D, E. Disease control measures can be directed at the eliminating the agent (e.g., 

by sterilizing surgical equipment), interrupting transmission (e.g., reducing mosquito 
population, covering one’s mouth when coughing), preventing entry into a host (e.g., 
wearing a mask, using insect repellant), or improving host defenses (e.g., by immunization). 

 
22. A. A retrospective cohort study is one in which disease has already occurred (hence, 

retrospective) and the investigator enrolls all (or almost all) of a population (hence, cohort). 
The investigator then determines exposures and calculates risks (attack rates) for different 
exposures and risk ratios (relative risks) for those exposed and unexposed. The study 
described for Questions 22-25 meets this characterization. 

 
23. D. The measure of association recommended for a retrospective cohort study is a risk ratio, 

calculated as the ratio of the risk of disease among those exposed divided by the risk of 
disease among those not exposed. The attributable risk percent is a supplemental measure 
that quantifies how much of the disease could be “explained” or accounted for by a 
particular exposure. The chi-square is not a measure of association, but a test of statistical 
significance (which is affected both by the strength of association and number of subjects in 
the study). The odds ratio is used primarily as a measure of association in case-control 
studies. 

 
24. B. The wedding cake (risk ratio = 45% / 5% = 9.0) is the most likely culprit. It has a high 

attack rate among the exposed group, a low attack rate among the unexposed group, and 
can account for 45 out of the 50 cases. The five “unaccounted for” cases are within the 
range that can be “explained away,” for example by misreporting (for example, a man takes 
a bite of his partner’s cake but reports “no” for cake because he didn’t take a whole piece 
himself), poor recall, etc. Punch is not associated with illness at all (risk ratio = 25% / 25% 
= 1.0). Sushi has an extremely high attack rate among those exposed (91%), but a 
relatively high attack rate among those unexposed (21%), and most importantly, could only 
account for 10 of the 50 cases. 

 
25. A, B, C. The results should be communicated to all those who need or want to know, 

including the concerned family and wedding attendees, local governmental officials, the 
caterer, the church or facility where the wedding was held, et al. The outbreak is also 
reportable to the state health department, who in turn is likely to report it to CDC. However, 
local outbreaks do not need to be reported to the World Health Organization. 


